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ABSTRA CT

A CROSS LAYER PROTOCOL FOR SERVICE ACCESS IN
MOBILE AD HOC NETW ORKS

Mobile Ad Hoc Networks (MANET) are composedof moving wirelesscommu-
nication capablecomputersusually deployed for the purposeof temporal information
exdangein caseswherecoverageof infrastructured networks is not available. Consid-
ering the fragile environment of MANET, simpleand application aware communication
approadhiesmust be preferredin favor of complexand generalpurposecascadedstadk
of protocols. These approadies must sene the applications need for accessto ser-
vices available on other hosts, addressingthe announcemety discovery, binding and

utilization of thoseservices.

In this thesis, dynamic accesso named non-interactive servicesin ad hoc net-
works is studied and a simple crosslayer protocol is designedfor servicediscorery
and routing. The algorithms of the proposedprotocol are implemerted in a wireless
network simulation software, GloMoSim, for the purposeof algorithm veri cation and
performanceewaluation. Somerepresenativ e applications and scenariosdesignedout
of theseapplications using the simulation software extensionsfor the new protocol are
alsoimplemerted. The resultsfrom theseexperimerts have shovn that a serviceaware
slim protocol stack implemertation is possiblefor non-interactive serviceaccessn mo-
bile ad hoc networks. The advantagesof having serviceawarenessn the network layer

are alsoemphasized.

Content of the thesis includes the necessarymotivation and badkground for
MANET, proposedcommunication infrastructure, designedmedanisms, simulation

implemenation details, experimert and results.



OZET

GEZG IN TASARSIZ AGLARD A HIZMETLERE ERISIM
ICIN CAPRAZ KA TMANLI BIR AG PROTOK OLU

Gezgin tasars z aglar, encedenplanlanm s bir telsiz ag altyap s n n kapsama
alan ndaolmaya gerekb rakmaks z n,telsiz iletisim yapma yetenegi olan hareketli bil-
gisayarlar n birbirleri ile gecici sureli bilgi degisimi yapmalar na olanak verir. Bu ag
yap snnkrlgan ortam, basit ve uygulamalardan haberdar iletisim yaklas mlar n n,
karmas k ve genelameacl protokol y g nlar na tercih edilmesini gerektirmektedir. Bu
yaklas mlar, uygulamalar n sunduklar hizmetleri duyurmalar na, ag mzerindeki diger

hizmetleri kesvetmelerine, baglanmalar nave kullanmalar na olanak saglamal d r.

Bu tezdeetkilesimsizisimli hizmetleredevingenerisimile ilgilenilmis, hizmet kes
veyonlendirmesaglamay amaclayan basit bir caprazkatmanl protokol tasarlanmstr.
Onerilenprotokoldeki algoritmalar, dogrulamave basar m elcame amac ylaGloMoSim
telsiz ag benzetim yaz | m na eklenerekgerceklenmstir. Gerceklenenbu benzetim
yaz | m kullan larak, temsili uygulamalar ve bu uygulamalardanteretilmi s senarplar
olusturulmustur. Yap lan bu deneylerdenedinilen soruclar, etkilesimsizisimli hizmet-
lere devingenerisim icin hizmetlerden haberdar bir basit protokol y gn kullanmnn
memkein oldugunu gestermsstir. Ayr ca ag katman seviyesinde,hizmetlerdenhaberdar

olman n getirileri vurgulanmstr.

Tezin iceriginde gerekli haz rl k bilgileri, enerilen iletisim altyap s, tasarlanan

duzenekler,benzetimyaz I m ayr ntlar, deneylerve soruclar bulunmaktad r.
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1. INTR ODUCTION

Increasinguse of small and mobile computing devices,sud as personaldigital
assistaits (PDA) and cellular phones,imposeshe needfor much simpler approadesto
communication methods. This is becauseavirelesscomnunication bandwidth, available
power (both for computing and wirelesscomnunication) and other interface devices
do not resenble their wired and xed world courterparts, sud as desktop computers.
With the introduction of mobility into commnunication, static con guration for any

resourceon the network becomescostly and sometimesimpossible.

Ad hoc networks have started to appear in computer commnunications world as
a result of the temporal needfor "on-the-y' data exdhange amongthose computing
devicesequippedwith wirelesscommunication hardware. In this sensead hoc networks
di er from other wirelessnetworks sud as cellular networks, satellite networks or even
wirelesslocal area networks (WLANs). An ad hoc network is formed without any
external aid to construct an infrastructure and may require multiple hopsto connect
someof the hostsin the network. Apart from the ad hoc nature of the comnunication,
there are three major key issuesthat characterizesad hoc networks. They are varying

wirelesslink connectivity, host mobility, and energyconstrairns.

Sincean ad hoc network can be rapidly deployed and recon gured on an ervi-
ronmert without a previously studied infrastructure, military applications were the
most promising potertial eld of useuntil recenly. With the increasingneedof (any-
time, anywhere) accessto information, commercial applications of ad hoc networks
have started to appear. A very recen increasein interestto ad hoc communication is
related to the eld of sensornetworks where small embedded devicesautonomously

try to form a network to disseminatesensednformation towards a destination [1].

There are numerousreseart activities in wirelessnetworks, and ad hoc networks
form onemajor researt track amongthem. Although number of diversewirelessand

mobile technologiesincrease they tend to sene the solepurposeof mobile, uni ed and



cortinuous accesdo networked services,which is the essetial motivation behind the

ubiquitous [2] or pervasivecomputing [3].

1.1. Problem De nition

Ad hoc networking has its name becauseof the style of comnunication need
between usersof the network. Thereforeit doesnot refer to a specic technique or
technology at a given layer, sud as gigabit ethernet networking or b er optic commnu-
nication, but is a multi-layer problem. Although ad hoc networking related researt
frequertly focuseson fundamertal problemslike routing, channelaccesstc., the prob-
lemsof concernare spreadall over the classicainetwork protocol stack. Communicating
parties usually do not have accesdo certral, structured servicesbut they try to dy-
namically adapt themseles to the current ernvironment, usually via assumingsome
others presenceand will for participation. This mood of communication createshard

problemsto solve comparedto the classicalwired networking world.

An important trade o is of concernwhere proposedsolutionstry to improve an
isolated part of the classicalnetworking stad for ad hoc networking purposes. Using
sudh an approad, there exists the risk of inheriting structured network assumptions
from those classicalsolutions. But this kind of an approad is usually better when
compatibility with existing protocolsis needed.For example,a routing protocol trying
to route IP datagramsin an ad hoc network assumeshat IP is valid and applicable
asa network layer (or asfurther transport services)in ad hoc networks. Although IP
may be optimized for the purpose,any other possiblealternativesare to be discarded

to keeprouting compatible.

Sincemultiple accesswirelesslink protocols are more mature (in the sensethat
there are many commercially available ad hoc commnunication capablewirelesslocal
areanetwork interface cards) than ad hoc network protocolsat layers of network and
above, more problems are identied and attacked at these upper layers. A course
classi cation of ad hoc networking problemsmay be donein two categoriesas routing

and application.



1.1.1. Routing Related Problems

In [4], Tanerbaum de nesrouting asthe decisionon anincoming padet specifying
the output line (or the next hop) the padet should be transmitted. Even de nition
itself hasthe implicit assumptionof the knowledgeof the topology, at leasta part of
it. In networks without certain infrastructure information available, this problem is
usually solved by using topology discovering messagege.g., HELLO padets). In ad
hoc networks, howewer, topology information maintenancefor routing is much more
costly becausenodesare mobile, and wirelesslinks are fragile comparedto wired links,
evenwith static nodes. Changingtopologyrequiresan ad hoc network nodeto have up-
to-date information, at leastfor somepart of the current topology by either a proactive
or reactive approad as mertioned in Section3.1. The routing protocol for an ad hoc
network should optimize the amourt of the network bandwidth and node energyused
for topology discovery and maintenancepurposesand should be fast enoughto gather
necessarytopological information to determine how to carry on routing of a padket

towards a speci ¢ destination node.

Onemajor problemto be addressedy the routing algorithm is the scalability of
the medanism. The routing algorithm performanceshould stay in reasonablebound-
aries as the number of nodesand size of geographicarea of concernincrease. Having
well-scaling algorithms for large number of mobile nodesis not trivial. Factors that
have impact on the scalability are not only internal featuresof routing algorithms but
alsolink layer properties of nodes(i.e., CSMA type medium accesshasits own issues
of scalability). A routing algorithm will scalebetter if it is built on distributed cortrol
algorithms, rather than global information from all over the network. The routing
algorithms ability to scaleto hundreds of nodes may determine its wide usein the

future.

Another problem that the routing algorithm will be facedwith is its complexity.
As the decisionof arelaying nodein the ad hoc network is moredependert on externally
gatheredinformation, the complexity of the routing protocol increases.lt will be easy

to implemert a simpler routing protocol and its computational requiremerts (both



processorand memory wise) will be low comparably The routing algorithm should
alsobe kept assimple aspossiblesofar as specializednodesare concerned.Specialized
nodesperform rather critical operations of routing (as cluster heads,group leadersor
zoneboundary nodes)and yet they are proneto link and other failureslike other nodes
of the network. In the extreme case,routing is aided or performed by somecertral
node, equipped with up-to-date topological information. This approad is usually not
preferred except for somesmall ad hoc networks. Therefore routing protocol should
keephomogeneiy of the ad hoc network (in the sensdhat duties of nodesare idertical)
as much as possible. If heterogenei is unavoidable, failure resiliert distributed duty

assignmen algorithms must be provided to have routing serviceavailable at all times.

An important feature that may a ect routing decisionof a speci ¢ node is the
knowledgeof available capabilities of the nodeson the way to the destination node. For
example,using the smallesthop including path for routing all padetsto a destination
may causea bandwidth bottlenedk on the network depending on the current topology
(i.e., increasedmedium accesgonention for the hostson route). Additionally, if power
e ciency is consideredthis approad will alsocauseunfair power consumptionfor the
nodeson route, resulting in quickly dying critical nodesin the ad hoc network. More
examplesmay be given in favor of feature-awae routing medanisms. Therefore a
routing medanism for an ad hoc network should provide ways to usenode featuresas

decisioncriteria in routing.

Fundamenal problemsthat shouldbe addressedy ad hoc network routing algo-
rithms are not limited to those mertioned above. Many others, like multicast routing
and securerouting, arevital for di erent applications of ad hoc networks and have still

openissuesto be investigatedfor researbers.

The MANET working group of IETF [5] is primarily focusedon deweloping and
ewlving routing speci cations for ad hoc networks. As the time of writing, group has
already published ten draft routing protocols and one RFC on ewaluation of routing

protocols.



1.1.2. Application Related Problems

Requiremetts of applications in ad hoc networks have signi cant impact on the
solutionsthat should be provided by any ad hoc networking protocol. Applications to
be deweloped and run on ad hoc network hosts can not be designedlike their wired-
world courterparts. Powerful processingplenty of storagespace,and enhanceddevice
features (e.g., large high resolution display units) may and would probably be un-
available. Also, QoS (i.e., upper limit on padket loss, guararteed end-to-endrates or
delay) is not an easyto o er feature for ad hoc networks, consideringlimited wireless
spectrum (providing limited available bandwidth), mobile usersand dynamic topol-
ogy, time and environment varying weak wirelesslinks. Thereforean ad hoc network
application should be aware of the underlying environmert to someextend and adjust
itself accordingly consideringthe servicesand capabilities that are available. This will
lead to better performing adaptive applications having ad hoc aware designfrom the

beginning.

Applications should be provided natural medanismsto suit themsehesto the
dynamic characteristic of the ad hoc network. A major medanismservingthis purpose
is de nitely (late) binding to servicesin the ad hoc network. Having well de ned
algorithms for discovering, binding and utilizing serviceson the ad hoc network is
important, since the main reasonof existencefor an application is to benet from
a serviceprovided by another host over the ad hoc network (which may even be the
routing itself). For the samereason,a descriptive medanismto represem theseservices
is also needed. Applications will make use of this represetation of servicesto decide

if a candidate serviceis the one satisfying requiremerts.

Additionally, applications should have their end-to-end comnunication services
from lowest possiblelayers, sinceevery new introducedlayer into the ad hoc network-
ing stack will bring its overheadand complexity to this already fragile ervironmert.
Therefore better performing applications will require slim network stacks and bene t
from cross-lger designof thesekind of stadks. This ideaof cross-lger designis further

descriled and discussedn [6].



1.2. Motiv ation

The fundamertal motivation behind the work in this thesisis to provide appli-
cations of ad hoc networks with a simple cross-lger protocol stak that is capableof
o ering medanismsto announce,discover, bind to and usethe servicesmade avail-
able by all other applications on the network. This proposedservice-cetric approat
tries to de ne all neededalgorithms to have comnunicating applications. Required
underlying connectivity may be supplied by many of the available wirelesslink layer

protocols.

Using someof the currertly available ad hoc network protocols together may
provide this de ned functionality, sud asusing TCP/IP protocol stadk with a suitable
IP datagram routing approad (e.g., DSR or AODV) and a servicediscovery protocol
(e.g., SLP). Sudh available protocols are explainedin detail in Chapter 3. Howe\er,
using thesewell-studied "heary-weight' protocolsmay not be suitable for many appli-
cations so far asthe complexity of those protocols are concerned. Sud protocols are
usually variants of their wired and xed world courterparts, and bring their "abstrac-
tion from neighboring layers'. In order to have an adaptive communication capability
in a dynamic ernvironment (i.e., ad hoc networking ervironmert), the available proto-
colsshould be kept assimple as possiblewith cross-lger designin mind. A cross-lger
design,in this sense,aims to provide direct serviceto applications without any mid-
dleware layers and their protocols (i.e., sud aswithout having separatenetwork and
transport layersto createlower layer independency). This characteristic is neededto
let the applications suit themselesto the underlying dynamic network without using

“all-purpose’network protocols.

The proposedsimple approad in comnmunication of ad hoc network applications
is designedwith serviee access asthe objective. Having serviceaccessas the driving
force of the proposedapproad is natural becausethe applications are built to bene t
from the servicesavailable on the ad hoc network. For this reason,serviceawareness

is integrated into the algorithms of the protocol.



1.3. Contribution

In this thesis, a simple cross-lger protocol is designedfor use of ad hoc network
applications. This protocol has necessaryalgorithms to announce,discover and bind
to network services. While providing serviceaccesdor hosts, the protocol alsoo ers
solutionsto host addressingmultihop padet routing, sessiorand bu er managemet)

and servicenaming.

Using the proposedprotocol, applications may usenon-interactive servies (See
Section4.1 for details) available on the ad hoc network. The protocol algorithms are
designedas simple as possibleto help building an easyto implemert network stadk
and only assumea basic link connectivity from underlying data link layer protocol.
Applications using this protocol do not need any other protocols to have transport

serviceor servicediscovery service.

For the algorithms of the protocol to work in a service-avare manner, a service
de nition model is designedusing extensiblemarkup language(XML). This attribute-
value pair holding designis usedthroughout the algorithms of the protocol to refer
speci ¢ instancesof serviceso ered by the hosts of the ad hoc network. Hosts of the

ad hoc network are alsorepresetted as attribute-v alue pair holding XML instances.

Having host and serviceinstancesusedin algorithms, an easyto enhanceprotocol
is designed.Featureslike battery awarenessor QoS provisioning may be implemerted

to be enbeddedinto the proposedprotocol.

1.4. Organization of the Thesis

This chapter of the thesis gives an insight into the proposed protocol. Rest
of the chapters are organized as follows. In Chapter 2, basic de nitions, medium
accesgssuesand mobility models are presented to form a badkground on the subject.
Chapter 3 brie y visits the state of the art in ad hoc networks, emphasizingrouting and

servicediscovery related work. Chapter 4 givesthe details of the proposedprotocol by



explaining protocol elemens and algorithms deweloped. Chapter 5 explainsthe inner
workings of the simulation implemerted and Chapter 6 preseits the experimerts done

and their results. Concluding remarks and future work are given in Chapter 7.



2. BACKGROUND INF ORMA TION

2.1. De nitions

In this section, we give the de nitions of frequerly used conceptsthroughout
the thesis. If possibleand available, we provide sourcesof de nitions and alternative

approadesfor de nitions.

2.1.1. Ad Hoc Network

Ad hac is a Latin origin adjective meaning "arranged’, ‘for the particular pur-
pose'[7]. An ad haoc network or to be more clarifying, a mobile ad hoc network is \an
autonomoussystemof mobile routers (and assaiated hosts) connectedby wirelesslinks
{the union of which form an arbitrary graph" asde ned by Internet EngineeringTask
Force (IETF) Mobile Ad Hoc Networks O cial Charter [5]. They use abbreviation
MANET for mobile ad hoc network and further descrile it as follows: \The routers
are free to move randomly and organize themseles arbitrarily; thus, the network's
wirelesstopology may changerapidly and unpredictably. Sud a network may operate

in a standalonefashion, or may be connectedto the larger Internet.”

A MANET isalsode ned as\a network architecture that canbe rapidly deployed
without relaying on pre-existing xed network infrastructure” in [8]. With the two
de nitions in mind, characteristics of an ad hoc network may be summarizedin the

following (non-exhaustiw) list:

wirelessconnectivity (usually bandwidth constrained)
mobility of hosts

lack of inherert infrastructure

multi-hop connections(participation for others)

rapid deployment, short term usage

self con guration, recon guration



10

adaptivenessunder node and link failures
energyconstrairt operations
limited physical security

expectedto scalewell in most cases

Ad hoc networks nd usein diverseapplications for tactical operations, rescue
missions,law enforcemen and education. Although establishinga baserequiremern
analysisfor all thosetypesof applicationsis hard, it is obvious that applications of ad
hoc network require an immediately deployed data network for cooperative information
exdange. In [6], Goldsmith and Wicker discusshow exible must an ad hoc network be
for sud diverseapplications and they categorizeapplications as data networks, home

networks, devicenetworks, sensometworks and distributed corntrol systems.

Ad hoc networking is an interesting researth areawhere one may easily nd the
restrictions that are available on variouskind of networks appearingaltogether. In any
given ad hoc network, nearly all resourcesare scarcesud as links are low capacity,
nodesare battery powered, connectionsare dependen on others presenceand will etc.

This makesad hoc networking researt both interesting and demanding.

2.1.2. Other De nitions

Following list consistsof someof the terms usedand their short descriptionsto
provide clear understandingfor the rest of the text. Someof the de nitions are taken

from [9].

Access Point: A two port bridge that connectsa wirelessLAN to a wired
Ethernet LAN. Also known asWirelessAccessPoint (WAP).

Announcemen t: Processof emitting an information to the network via broad-
castingor o oding.

Asymmetric Link : A link with transmissioncharacteristicswhich are di erent
depending upon the relative position or designcharacteristics of the transmitter

and the receier of data on the link. For instance,the range of one transmitter
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may be much higher than the range of another transmitter on the samemedium.
Broadcast : The delivery of data to every node on a link (i.e., within range of
the transmitter).

Channel : The certer frequencythat the wirelessdeviceusesto transmit.
Control Message: Information passedbetweentwo or more network nodesfor
maintaining protocol state which is not assaiated to any speci ¢ application.
Flooding: The processof delivering data or cortrol messagedo ewery node
within the ad hoc network.

Forw arding Node: A node within an ad hoc network which performsthe func-
tion of forwarding padkets from one of its neighbors to another.

Hidden Terminal Problem : The problem wherely a transmitting node can
fail in its attempt to transmit data becauseof destructive interferencewhich is
only detectableat the receivingnode, not the transmitting node.

Link : A comnunication facility or physical medium that can sustain data com-
munications between multiple network nodes, suc as an Ethernet (simple or
bridged).

MA C Layer Address : An idertifying address(sometimescalled the link layer
address)assaiated with the link interface of a node on a physical link.

Neigh bor: A neighbor is any other node to which data may be propagated
directly over the communications medium without relying the assistanceof any
other forwarding node.

Next Hop: A neighbor which hasbeendesignatedto forward padets alongthe
way to a particular destination.

Pathloss : A reduction in wirelesssignal strength causedby traversingthe phys-
ical medium constituting the link.

Payload : The actual data within a padet, not including protocol headerswhich
were not inserted by an application.

Route Discovery: The processof nding and setting up a route between a
sourceand a destination

Scalabilit y: Wide applicability of a protocolto largeaswell assmall populations

of nodespatrticipating in the protocol.
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Scenario: A described courseof actionsin a samplead hoc network, specifying
host population, ervironmert, mobility, applications etc.

Service Discovery: The processof nding a network serviceprovided by some
other host of the network.

Source Route : A sourceroute from node A to node B is an ordered list of
host addressesstarting with the host addressof node A and ending with the
host addressof the node B. Between A and B, the sourceroute includes an
orderedlist of all the intermediate hopsbetweenA and B, giving ead nodeshost

addresses.

2.2. Medium Access Layer

Medium AccessProtocols for wirelessnetworks deal with the sharing of avail-
able spectrum among users. To addressthis, the spectrum is rst to be divided into
channels. This division may be in the form of frequencydivision, time division, code
division or a combination of thosethree. Then there is the issueof assignmen of those
channelsto user. Sincemost data userswill not be requiring cortinuous transmission,
dedicatedchannel assignmets are avoided. For this purpose,random accessnethods
are widely usedin accessingavailable wirelesschannel. Further discussionon the topic
is found in [10]. In the following subsectionstwo characteristic problemsfor medium
accessare given and someof available MAC protocols are listed. Among those, most

widely usedIEEE 802.11is inspectedin somemore detail.

2.2.1. Fundamen tal Medium Access Problem

Among the available MAC protocols suitable to be usedin wirelessad hoc net-
works, Carrier SenseMultiple Access(CSMA) [11]is widely usedasthe channelaccess
strategy. Seweral MAC protocols basedon CSMA are proposed, eliminating the two

basic problemsof the CSMA type accesshidden and exmseal terminal problems.

Hidden and exposedterminal problemsare illustrated in Figure 2.1. The hidden

terminal problem occurs becausethere exists no transition property betweenwireless
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Figure 2.1. Hidden and exposedterminal problems

communication rangesof nodes. Node a hearing node b and node b hearing node ¢
doesnot necessarilyneanthat node a hearsnode c. In the hidden terminal problem
part of Figure 2.1, node ¢ is comnmunicating with node b. Sincenode a is not in the
transmissionrange of node c, it can not hear the sessionbetweennode ¢ and node b.
Thereforewhenewer node a wants to communicate with nodeb, it will senseéhe medium
free and ruin the sessionbetweennode b and ¢, by causingcollisionsat node b. For
the exposedterminal problem example,node b is transmitting data to node c. Since
node a hearsthis transmission, it defersfrom accessinghe medium. Howewer, node a
wants to transmit data to node d, which doesnot causecollisionsat node c. Although
it is feasiblefor both transmissionsto take place simultaneously CSMA accessteme
doesnot permit this transmission. The reasonfor both of these problemsis the fact
that collisionsoccur at the receiwer, while the CSMA protocol cheds the status of the

medium at the transmitter [12].

In a shared wirelesscommnunication medium, nodes can not detect a collision
while transmitting, sincenode's own transmissionpower is always dominart compared
to the power of signal received. Therefore collision avoidane techniques are used
in wirelesservironmens. Solutions to the menioned hidden and exposed terminal
problems usually include a dialog between the transmitting and the receiving node
that announceghe upcomingtransmission. This medanismis called RequestTo Send
and Clear To Send (RTS/CTS) medanism and provides avoidancefrom collisions. It

is usedin MAC protocolslike MACA [13], MACAW [14], FAMA [15, EYNPMA [16],
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and [EEE 802.11(CSMA/CA) [17).

Among the protocols that support wirelesschannel access|EEE 802.11,ETSI
HIPERLAN/2 [18], HomeRF[19], and Bluetooth [20] are standardizedprotocols. Fol-

lowing subsectionprovidesa closerlook to the widely usedlEEE 802.11MAC protocol.

2.2.2. |IEEE 802.11 MA C Proto col

IEEE 802.11is a standard protocol for wirelesslocal areanetworks (WLAN) with
physical layer (PHY) and medium accesscortrol layer (MAC) speci cations [17]. It
provides asyndironous and time bounded delivery servicefor wirelessconnectivity of
xed, portable and mobile stations moving at pedestrianand vehicular speedswithin
local area. It alsode nes an ad hoc network for deviceswithin mutual comnunication
range. |IEEE 802.11provides maximum data rates of 1.2 Mb/s (802.11), 11 Mb/s
(802.11b),54 Mb/s (802.11gand 802.11a). All current IEEE 802.11variants work at
2.4 GHz ISM band except 802.11awhich operatesat 5 GHz band (only licensedfor

North America).

IEEE 802.11is also an interoperability standard for wirelessLAN devicesthat

identi es three major distribution systemsfor wirelessdata comnunication:

Direct SequenceSpreadSpectrum (DSSS)Radio Tedinology
FrequencyHopping SpreadSpectrum (FSSS)Radio Tedinology
Infrared Tednology

The 802.11MAC speci cation provides sharedaccessto a wirelesschannel by
making use of two accesamethods called point coordination function (PCF) and dis-
tributed coordination function (DCF). PCF accessnethod is not of our interest so far
as ad hoc networking is concerned,becauseit is usedby the accesgpoints of WLANs
(Wireless AccessPoint {WAP) to coordinate cortention-free accessof neighboring
nodesto the medium. Accesspoints are devicesusedto construct an infrastructured

network (possibly connectedto a wired badkbone) where eat and every host of the
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Figure 2.2. An infrastructured and ad hoc wirelessnetwork con guration

network shouldbein the wirelesscoverageareaof the WAP asillustrated in Figure 2.2.

DCF, howeer, is usedin wirelessnetworks without an accesgoint. Hosts com-
municate with ead other asthe de nition of ad hoc networking states. This mode of
communication is alsoreferredto as ad hoc mode in 802.11speci cation. An ad hoc
network con guration exampleis alsogivenin Figure 2.2. DCF accessnethod is based
on CSMA/CA (Carrier SenseMultiple Accesswith Collision Avoidance)and provides

cortention-basedsharedaccesdo the medium.

The main accessnedanism method usedin DCF is called Basic AccessMethad.
Before a station starts transmitting a MAC protocol data unit (PDU), it hasto sense
the channelto beidle. Channelis assumedo beidle if no activity is sensedor a time
interval of DIFS (DCF Inter-Frame Space). After the transmissionof the station takes
place, the receier should acknowledgethe frame by an ACK frame, sincethe sender
may not hearthe collisionsat the receiver which prevens faithful delivery asexplained
in Section2.2.1. To transmit an ACK, the receiwer waits for another time interval of
SIFS (Short Inter-Frame Space)to ensurethe channelis idle. If the transmitter does
not receie this expected ACK framein a certain time-out period, it presumeghe data

frame is lost and sdhedulesa re-transmission.

If mediumis sensedo be busy when planning to transmit a data or ACK frame,
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Figure 2.3. IEEE 802.11MAC basicaccessnethod

the transmissionis deferred until the end of the currert transmission. In sdeduling
a re-transmission, a random badk-o interval is to be selected. For this reason, a
badk-o timer is constructed by selectinga badk-o integer (BV) randomly from a
uniform distribution over the interval [0;CW 1], where CW (Collision Window) is
an integer within the range [CWp,in ; CWnax]. The selectedinteger BV is the number
of idle slots the station must wait beforestarting transmission(the clear slot de nition
is found in [17]). The BV value is decremeted by one for eat detectedidle slot. If
anothertransmissionstarts beforeBV readesto zero,decremeting stopsand resumes
only after this transmission nishes (meaningthe channelis idle for DIFS time). The
station starts transmitting its frame whenthe value readeszero. For eat successie
re-transmission,the value of CW is setto CW 2 1 to introduce an exponertial
increase. CW is increasedin this way until it readiesto CW.x and increasedno
more. When a successfutransmissionoccurs, CW is resetto CW,,j; . This method
is proposedto provide minimum collisionsfor varying utilizations of the network. An

illustration to clarify this processis given in Figure 2.3.

DCF has also another accessstrategy to provide transmission of data frames.
This method facilitates the useof RTS/CTS medanismasmertioned in Section2.2.1.
RTS/CTS messagesire usedto resene channel for the upcoming transmission. RTS
messages transmitted by the station which has a data frame to transmit and the
intended receiwer of the frame responds with a CTS message. For RTS and CTS

transmissions the channelis chedked asin the ACK frametransmission.RTS and CTS
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framescarry the time period during which the upcoming transmissionwill take place.
Upon receivingthis information, all neighboring nodesconstruct a channelresenation
table, called NAV (Network Allo cation Vector). This method of channel managemenh
is known as virtual carrier sensemedanism, and helps reducing contentions due to

hidden terminals.

It isvital to understandthe o ered load versusthroughput characteristic of IEEE
802.11under varying number of stations becauseCSMA type channel accessstarts to
have high impact on the upper layer protocol performance. In [21], Liu et al. showv
that as o ered load to the network increasesfrom 60 to 80 percen, the padet loss,

fraction of retransmissions,and padet servicetimes all increasedramatically .

2.3. Mobilit y Mo dels

Mobility models are widely used for hosts of the ad hoc networks in order to
analyzeand simulate the physical behavior of mobile nodesin the network under con-
sideration. Performanceof the protocol that is to be inspected is highly dependen
on the traces of movemern that represen characteristics of usersof the network. It
is possibleto use pre-recordedmovemerts of mobilesthat have been gatheredfor a
similar scenario. Howeer, it is usually costly to collect such real world traces and
nding a represetative scenariois not always a trivial task. For this reason,arti -
cially generatedmovemeris of mobilesare usedin ad hoc network studies. The models
for this purposemay be broadly put into two categoriesas independentnode mobility
maodels and group mobility models A more detailed survey of mobility models for ad

hoc network researb can be found in [22].

2.3.1. Indep endent Node Mobilit y Mo dels

Modelsthat belongto this classgeneratemobility tracesof hostsindependert of

eat other. Many sud models have beenproposedin the literature and someof the

commonlyusedmodelsare mertioned with their key characteristicsin this subsection.
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RandomWalk Mobility Model is a simplistic approad to mobility pattern gener-
ation, wheremobile nodesmove to their next location with a randomly selectedspeed
and direction. After a pre-determinedconstart amourt of time or distance, mobile
node selectsanother random speedand direction to travel, completely independert of
its previous move. Nodesthat read the terrain dimensionsare usually bouncedback

or re-forcedinto the terrain from the mirror re ection of its exit point.

Random Waypoint Mobility Model [23] is an extended random mobility model
where nodes stay at their locations for a determined amourt of time, called pause
time. Betweenpauses,node choosesa random destination and starts to travel to that
destination with a speeddistributed between|[Vmin ; Vmax]. Upon arrival, another pause
takes place. This model is also usedin our simulation experimerts for the proposed

architecture (seeSection6.4).

Random Direction Mobility Model [24] is an enhancemenh madeto random way-
point mobility model to eliminate the e ect of corvergence. In random waypoint
mobility model, nodes are more likely to travel using the middle of the simulation
areain order to read their next destinations. To overcomethis e ect, nodesdo not
stop travelling until they read the terrain boundary on their selecteddirection. Upon

reading the terrain boundary, node then pausesand initiates another movemer.

BoundlessSimulation Area Mobility Model [25] provides a previous move depen-
dert velocity and direction for a mobile node's movemen. At ewery time step, t,
velocity of the mobile is incremerted or decremered v amourt. v is uniformly dis-
tributed between[0; Amax t], whereAnax is the maximum possibleaccelerationfor a
mobile node. If velocity is computedbelow zeroor above a vinay, it is assumedzeroor
Vmax respectively. Similarly the new direction of mobile is selectedby incremerting or
decremeting a  amourt of changeto current direction. is uniformly distributed
between[0; max t], where nax is the maximum possibleangular changein direc-
tion. In this model, nodesmay well travel without bouncingon the terrain boundaries,

instead they re-appear on the opposite side of the terrain.
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Markov Mobility Models constitute a group of mobility models, that have been
usedfor cellular and ad hoc network mobility modeling. In two-dimensionalmarkov
model, probability of moving left, moving right, and staying stationary are de ned.
Similar approades are used for other types of markov models (e.g., probabilities of

moving to any of the six neighboring cellsare de ned for somecellular networks).

Smamth Random Mobility Model [26]is another extensionof the simpler random
walk modelwheretwo independer stochastic processesre usedto trigger direction and
speedchanges.The newspeedsfor example,are chosenfrom a weighted distribution of
preferredspeeds.Upon sud a trigger, the speed(or direction) changesas determined

by a Poissonprocess.

Random Gauss-MarkovMobility Model [27] is an improvemert over the Smaooth
Random Mobility Model. In the model, new speedand direction of the mobile is deter-
mined by using its past speedand direction plus a random variable. The randomness
in the model is provided by this tuning parameter. This model eliminatesthe sudden

and sharp movemers seenin the Random Walk Mobility Model.

Also in [28], Tugcu and Ersoy presen a realistic mobility model, where di erent
classesof mobiles are distributed and driven to move on a real city district map.
Mobiles behare accordingto the classthey belongto (i.e., vehicular mobiles travel
on highways with high speedsor low speed mobileswalk on streets). Also transitions
between di erent mobile classesare provided to re ect the realistic behavior of real
world mobiles(i.e., peoplegetting in their cars,travelling on highways to readh home,

walk to their housesand stand still).

2.3.2. Group Mobilit y Mo dels

Mobilit y modelsfall into this categorybecausegeneratedmobile node movemeris
are dependen on eat other. Whatever the underlying motivation is, nodesmove in a
somehav cooperative manner(e.g., attacking an eneny, sightseeinga tourist attraction

or rescuingpeople). Mobility models, for this reason,should re ect this behavior in
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the generatedtraces. This subsectionbrie y menions someof the well know group
mobility models. Comparedto independert ones, group mobility models are rather

new and lessstudied.

The basicform of a group motion in mobility modelsappearin [29 asFluid Flow
Mobility Model. The motion of nodesare modelled as a set of constart velocity uid
o w equations. Howeer, the conceptof uid ow is usedin de ning mobility of nodes

of a cellular network (i.e., traversingcells) in the given reference.

Column Mobility, PursueMobilit y and Nomadic Community Mobility Modelsare
describedin [30]and givenin intuitiv e explanations. The three mobility modelsmay be
referredto asa lessgeneralform of ReferenceGroup Mobility Model (RPGM) [31]. In
RPGM, random motions of mobile node groupsand random motions of mobileswithin
thosegroupsare de ned. Each group hasa logical certer, around which the movemernt
of the overall group is constructed. Nodesin Column Mobility Model are placed on
an initial grid and ead node may move within a constart distancefrom its point on
grid. As the grid is moved along, nodesfollow the movemen of the grid, generating
an overall group movemen. In Pursue Mobility Model, a selectednode within the
group is tracked by the rest of the group. This behavior generatesnobility tracesfor a
target chasing environment. Nomadic Community Mobility Model represelts a group
of mobilesthat travel accordingto areferencepoint and usetheir independert mobility

modelsto roam around the given referencepoint.
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3. STATE OF THE ART IN AD HOC NETW ORKS

Ad hoc networks o er new applicationsin many areastogetherwith their impor-
tant technical challenges. Many researbers attack di erent problemsof ad hoc net-
working for years. Among thoseresearb topics, someof them arefrequenly addressed
like routing and MAC layerissues.Table3.1is simpli ed from the categorizationin [32]
and classi esthe publishedad hoc networking related researt in year 2001within the
IEEE organization. This classi cation givesan overview of active researt areason ad
hoc networks. Howewer, this is not the only way to classify the available work. For
example,amongthose publications, twernty-two of them presen a power-awae scheme

for ad hoc networks.

To provide the readerwith necessarybadkground on related researt, following
two sectionsclassify and examinesomeof the available work into two groups routing
and servie disovery. The work appearing on this chapter is by no meansexhaustive
and only gatherssomeof the ad hoc networking researt that we believed to be inter-

related with the proposedwork in this thesis.

3.1. Routing

The multi-hop ad hoc network routing problem is one of the rst and very fre-
quertly attacked problem in the history of ad hoc networks. Relaying padets that
belongto someoneelseis an inherert obligation from the use of limited range wire-
lesscommnunication equipmen. Sincerouting protocols for wired and infrastructured
networks have beenextensiwely studied [4], many of the proposedad hoc routing algo-
rithms have roots in thosewell-known approades. Traditionally, the routing protocols
are evaluated in two main categories:proactive and reactive. A survey of available ad

hoc network routing protocolsis givenin both [12] and [33].



22

Table 3.1. Classi cation of ad hoc networking researb in year 2001

Research Category Num ber of Publications
Routing 73
MAC, Scheduling, Physical layer 31
Special Ad Hoc Networks 18
Applications 17
Clustering, Organization, Topology 16
General Overviews 9
Internet Protocols on Ad Hoc Networks 8
Network Managemert 7
QoS, ServiceDi eren tiation 7
New Network Concepts 5
Service Availabilit y 5
Positioning, Situation Awareness 5
Transport Issues 2
Security 2
Mobilit y 1

3.1.1. Proactiv e Routing Proto cols

Proactive routing protocolstry to discover the topology of the ad hoc network by
exdangingtopologicalinformation amongnodes. The discoreredtopologicalinforma-
tion is storedin tablesfor future useand thesekind of routing approadesare sometimes
referredto as table-driven protocols. Any node on the network hasthe advantage of
nding a route to the destination node immediately. Price for this information is paid

in the extra cortrol trac generated.

First proposedad hoc routing algorithms were proactive type and usually based
on Distributed Bellman-Ford (DBF) algorithm [34]. Attacking excessie cortrol tra c
and corvergenceproblems of DBF, many variants are found in the literature sud
as[35 and [36].

Destination Sequened Distance-Vector Routing(DSDV) algorithm is awell known
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improvement on DBF, appearedin [37]. DSDV introducesfull table broadcastand
ewvert-driven incremenal updatesto limit cortrol messageoverhead. Table updates
are emitted with sequencenumbersto ensurefresh route information at nodes. Also
DSDV lets nodesto settle beforethey sendtable information to neighbors. Glokal State
Routing (GSR) [38] is similar to DSDV and takesthe idea of link state routing but
improvesit by avoiding o oding of routing messagesFisheyeState Routing (FSR) [39]
is an adaptation of GSR, where a given node exchangestopology information about
closernodesmore frequertly than it doesabout farther nodes. This reducesthe update
messagesizeusedin GSR. Introducing sud hierarchy into routing is frequertly used.
Hierarchical State Routing (HSR), as presetted in [40], is a multilevel clustering and
logical partitioning of mobile nodes. Each node hasa hierarchical addressand routing
is realized via cluster-heads. Clusterhead Gateway Switch Routing (CGSR) [41] also
usesDSDV as a basis and constructs the hierarchy by selecting cluster-headsand
gateway nodes. This way, routing is simpli ed into a processof padet transmissionto
cluster-heads.Cluster-headsknow what to do (forwarding to necessarygateway) with

the padet.

A di erent approad in proactive routing protocolsis to apply link state protocols
to the ad hoc network routing problem. A good example of this approad is the
Optimized Link State Routing (OLSR) algorithm [42]. In principle, OLSR speci es
link state algorithms on multi point relay (MPR) set of nodes. A node sMPR setis
a subsetof its neighbors whoseconbined radio range covers all nodestwo hops away.
Routesare computed and update information is forwarded using a node's partial view
of the network. Zone-taseal Hierarchical Link State Routing (ZHLS) [43] is a link
state protocol variant and introduceshierardy to provide virtual links between non-
overlappingpartitions, calledzones Routing is realizedby making useof zoneid values,
till padets read the correct zone. Then node id valuesare usedwithin zones. Core-
Extraction Distributed Ad hac Routing (CEDAR) [44] is another link state protocol
variant whererouting decisionis made basedon QoS. The virtual badkboneis termed
ascoreand is basically computed using the Minimum Dominating Set sdheme. This is
done by maintaining local states and executinglocal computations. Propagating the

bandwidth information acrossthe virtual badkbone performs QoSrouting. The route
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from the sourceto the destination is computed taking into accourt the maximum

available bandwidth path with minimum number of hops.

There are also proposalsthat combine featuresof distance vector and link state
approadies. WirelessRouting Protocol (WRP) [45] is sud an example where eah
node in the network maintains a distancetable, a routing table, a link-cost table and a
messageetransmissionlist. Comparedto DBF, it reducesthe amourt of route looping

and ensuresreliable update messageexdange.

3.1.2. Reactiv e Routing Proto cols

Reactive routing protocols, which are often called on demand routing methods,
are basedon the idea of nding routesas neaded. This idea eliminatesthe overheadof
proactive approad where cortrol messagesire exdangedin the network to maintain
up-to-date topologicalinformation. Howeer, route discovery latency is of concernfor
reactive approadies, since nding route onthe y requires o oded query messagesn

the network.

Ad hac On-demandDistance Vector Routing (AODV) [46)] is the on demandtrans-
lation of DSDV (SeeSection 3.1.1). Each AODV running node keepsa destination
indexednext-hop routing table. If a route is neededfor an unseendestination, a route
requestmessages broadcast(using an expandingring). As the route requestmessage
travels, it updates the tables of hosts on route (about the sourcenode). A unicast
padet is replied badk either from an immediate node (which knows the way to the
destination) or from destination itself. This way, sourcediscoversthe route onthe vy.
On broken link failures, source(and the hostson the broken route) is informed and a

new route discovery is initiated if necessary

Dynamic Source Routing (DSR) [23] is an on demand sourcerouting protocol.
A DSR running node maintains route cades cortaining the sourceroutes that it is
aware of. The node updatesertries in the route cadhe asand whenit learnsabout new

routes. If a sourcehasno recordedroute to destination, it initiates a route discovery by
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broadcastinga route requestpadket to its neighbors. The route requestpadet cortains
the addressof the sourceand the destination, and a uniqueiderti cation number. Each
intermediate node cheds whetherit knows of a route to the destination. If it doesnot,
it appendsits addressto the route record of the padket and forwards the padet to
its neighbors. To limit the number of route requestspropagated,a node processeshe
route requestpadket only if it has not already seenthe padet and its addressis not
presen in the route record of the padet. A route reply is generatedwhen either the
destination or an intermediate node with currert information about the destination
receiesthe route requestpadket. A route requestpadet reading sud a node already
contains, in its route record, the sequencef hopstaken from the sourceto this node.
On broken link failures, sourceis informed with a route error packet and a new route
discovery is initiated if necessaryThere are many optimizations speci ed for DSR that

increasedts e ciency. Theseare givenin [47).

The Temporally Ordered Routing Algorithm (TORA) [48]is an on demand pro-
tocol designedto minimize reaction to topologicalchanges.A key conceptin its design
is that it decouplesthe generationof potertially far-reading cortrol messageropa-
gation from the rate of topological changes.Sud messagings typically localizedto a
very small set of nodesnearthe changewithout having to resortto a dynamic, hierar-
chical routing solution with its attendant complexity. In TORA, routesare established
only whennecessanpy constructing a directed acyclic graph rooted at the destination
using a query and reply process.Reactionto link failure is only given when necessary
(i.e., when a node losesits last downstream link) and scope of failure reactions are

minimized (i.e., the number of nodesthat must participate).

Assaiativity Basal Routing (ABR) [49]is basedon the conceptof ass@iativity,
and new routing metrics are introduced, which are the longevity of a route (route
relaying load) and the link capacity. The basic idea of assaiativity is that there is
no point in choosing a shortest-hoproute if a route is going to be invalidated due to
the node's mobility. Every node learnsits "assaiation' with the surrounding nodes,
where assaiation can mean signal strength, power life, period of presenceor spatial

and temporal characteristics. The key ideais to choosea route that goesthrough nodes
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having a high degreeof assaiation stability. ABR hasa similar route discovery phase.

Signal Stability-Basel Adaptive Routing (SSR)[50] is another on-demandrouting
protocol that selectsroutes basedon the signal strength betweennodesand a node's
location stability. This route selectioncriterion hasthe e ect of choosingroutes that

have “stronger' connectivity.

Location Aided Routing (LAR) [5]] is an on-demandprotocol that makes use of
physical location information of destination node to reducethe seart spacefor route
discovery. Instead of o oding the whole network with route discorery messagethis
protocol sendmessageto a subsetof nodesfrom whom the probability of nding route
is very high. After a few unsuccessfubttempts, this subsetmay grow to the size of

whole network. Thus it attempts to reducethe latency of route determination.

Also, gossiping(originally proposedfor probabilistic multicast) hasrecenly been
applied to minimize query trac while o oding in reactive on demandrouting proto-
cols. In [52], authors proposea gossiping-base@pproad, where ead node forwards a

messageavith someprobability, to reducethe overheadof the routing protocols.

3.1.3. Hybrid Routing Proto cols

Proactive routing protocols can generatethe required route very quickly, but
waste too much of the available bandwidth for network topology exdiange informa-
tion. Reactive protocolsmay reducethis waste of bandwidth but they may encourer
excessie delays in nding a route becauseof o oding the network with route queries.
A middle-way approad is to incorporate featuresfrom both “extremes'. This approat

is seenin hybrid routing protocols.

Zone Routing Protocol (ZRP) [53]is sud a hybrid approat where route deter-
mination is on-demand,but with limited cost of the global seard. In this approad,
a Routing Zone is de ned for ead node which includesthe nodeswhosedistance is

at most someprede ned number (e.g., in terms of number of hops). This distanceis
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referredto asthe zoneradius Eacd node is required to know the topology of the net-
work within its zoneonly and any updatesabout changein topology are done within

the zoneonly. That is updatesare only locally propagated.

Distributed Dynamic Routing Algorithm (DDR) [54] is a hierarchical hybrid rout-
ing algorithm which is an improvemen over ZRP. It greatly reducesrouting complexity
and increasesdelay performance. The basicideais to construct a forest from a net-
work topology, which consistsof connectednon-overlapping dynamic zones(also called

trees).

3.2. Service Discovery

With the increaseof the available servicesthat are accessiblevia computer net-
works, providing ways to accesghose servicesgained more importance. The "waiting
goal' to achiewe is to provide userswith sud a framework that no user con guration
of any kind is necessaryto nd, locate, and usethe available serviceson the network.

For this purpose,servicediscorery protocols provide the medanismsfor usersto:

Lookup and browsearound the available services
Extract necessarynformation to be able to selectthe right service

Utilize the service

Role of service discovery is signi cant when ad hoc networking is of concern
becausethere exists no infrastructure inherited from the network itself. For example,
using a servicediscovery protocol, a notebook capableof using Bluetooth technology,
may be able to discover the GPRS capability (GPRS connectionservice)of a nearhy
cellular phone,in orderto get accesdo Internet for new e-mail ched. In the following

subsectionscurrertly available servicediscovery protocolsare summarized.
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3.2.1. Service Location Proto col

Servie Location Protocol (SLP) [55] is being deweloped by IETF and aims to
be a vendor-neutral standard supporting "spontaneous' discovery of services. In the

de ned SLP architecture, three elemeits exist:

User Agents (UA) : Realizeservicediscorery on behalf of clients

Service Agents (SA) : Advertise location and attributes of serviceson behalf
of serviceo ering applications

Directory Agents (D A) : Gather servicelocation and attribute information
from SAs and record them into a databasefor future references(to respond

gueries)

Whene\er a new serviceis o ered, the SA cortacts the DA to advertise this new
service.If auserneedsto nd a certain service,it queriesthe available servicesin the
DA. Only after getting location and attributes of the service,client may start utilizing

the service.

There may be more than one DA in the network, which actually increasesthe
e ciency of the protocol becauseSA and UA usesunicast message$o commnunicate
with DAs. Before SAsand UAs try to talk to a DA, they rst needto obtain address
of it via DHCP.

Servicesare de ned by using ServiceURLs and ServiceTemplates. They encale
the addresstype and attributes of the service. A sampleserviceURL andits assaiated

template is givenin Figure 3.1.

Currently, SLP version 2 is available, and version 1 has beenimplemerned in
commercialproducts supporting HP JetSendtechnology (lik e printers, digital cameras,

scannersPDAs etc.).
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service:printer//1j4050.t um.deL 1020/ queue

scopes = tum, bmw, administrator

printer-location = Room0409
pages-per-minute = 9
printer-name = 1j4050

Figure 3.1. A sampleserviceURL and its assaiated template for SLP

3.2.2. JINI

JINI is aJava ernvironmert extensionand deweloped by SunMicrosystemsinc. [56].
SinceSLP hasits roots at Sun Microsystems,there are someinherit similarities in both
protocols. Howewer, JINI is tightly coupledto Java, where SLP is provided asvendor-

neutral.

JINI addresseshe issueof how devicesconnectto ead other in order to form a
simple ad hoc network, nameda JINI community. For this purpose,JINI providesan

architecture and a programming model.

All hoststhat will useJINI are assumedo have a working Java Virtual Machine
(JVM) implemertation. Serviceregistration processof JINI is called discovery and
join. Similar to DA in SLP, JINI hasLookup Table on a lookup sener, whereservices
on the network are recorded. Di erent from DA ertries, JINI can store Java codesto
Lookup Table. This feature enablesthe serviceclients to download devicedrivers or

interfacesfrom the Lookup Table aswell.

The JINI speci cations and referenceimplemertations are open sourceand may

be freely downloadedfor non-commercialusefrom Sun Microsystemsweb site [57].

3.2.3. Salutation

Salutation is an approad to discover servicesand deweloped by an open indus-

try consortium, called Salutation Consortium (composedof companiesincluding HP,
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IBM, Xerox and AOL) [58]. The architecture of Salutation includesthree componerts:
Client, Sener and Salutation Manager (SLM).

SLM managesall comnunication and sometimesreferred to as service broker.
Servicesregisterthemsehesto SLM and clients query SLM when they needa service.
After discovery, clients are ableto requestutilization of the servicefrom SLM. All Salu-
tation protocol is basedon SunRPC,which seemgo be the only technology dependert
part of the design. SUnRPC provides no multicast other than broadcastand doesnot

provide strong encryption.

Salutation may operatewithout a directory, whereclients and servicedocate eadh
other directly. This allows a exible protocol, where establishinga directory service
is costly (in automobiles,home etc.). Salutation is designedto be highly compatible

with available wirelesstechnologies,and already have commercialimplemertations.

3.2.4. Univ ersal Plug and Play

Universal Plug and Play (UPnP) is a standard for spontaneous con guration
deweloped by The Universal Plug and Play Forum, which is led by Microsoft Corp. [59].
UPNnP extendsMicrosoft Plug and Play technology to devicesthat are accessiblevia
a computer network. As an architecture, UPnP resenbles Salutation and SLP. It uses
XML for devicede nitions, servicede nitions and querieson them. UPnP requireslP,

HTTP and XML support to function correctly.

A UPnNP deviceis said to export one or more servicesand the servicede nition
XML can be complete abstract description of the type of service,the interface to a

speci ¢ instanceof the serviceand even be the ongoingstate of the service.

There is no certral servicedirectory to which servicesregister themselhes. The
Simple ServiceDiscovery Protocol (SSDP) [60] is usedwithin UPnP to nd and locate
services.Starting from the URL provided by the de nition XML, SSDPde nes a web

baseddiscorery protocol, which usesHTTP.
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3.2.5. Blueto oth Service Discovery Proto col

Bluetooth is a new short rangewirelesstransmissiontechnology cortaining Blue-
tooth Servie Discovery Protocol (SDP) usedto locate the servicesprovided by or
available via Bluetooth devices.Details of SDP is givenin [61] and modi ed from the

Piano platform of Motorola to suit dynamic nature of ad hoc communications.

SDP supports seart for servicesby type and by attribute. Also SDP allows users
to browseavailable serviceswithout any prior knowledgeof servicecharacteristics. SDP
hasno functionality in accessingervices.and oncediscovered, selecting,accessingnd
utilizing is done with medanismsout of the scope of SDP (e.g., may be realized by

using other servicediscovery protocolslike SLP or Salutation).

3.2.6. Secure Service Discovery Service

The Secure Servie Discovery Servie (SSDS)is a University of California, Berke-
ley researt project [62]. SDSSis quite similar to other discorery methods with im-
provemerts in reliability, scalability and security. SSDSis implemerted in Java but

unlike JINI, usesXML for servicedescription and location.

SSDSarchitecture hasclients, servicesand SecureDiscovery Service(SDS) Seners.
SDS Serviceavailability is periodically announcedby multicast messagesortaining
URLSs for the available SDSsener. Architecture providesways to add more senersto

scaleup the systemunder heavy load.

The key characteristic of SSDSis security and in the architecture, all parties are

authenticated before operations. Furthermore, all messagdra ¢ is encrypted.

3.2.7. Intentional Naming System

Intentional Naming System(INS) [63]is designedo discover resourcesand locate

servicesfor dynamic and mobile networks of devicesand computers. INS applications



32

may be servicesor clients. Clients requestand accesshe data or functionality provided

by services.

Intentional Name Resolvers(INR) form an application-level overlay network to
exdangedescriptionsof servicesconstruct a local cade basedon theseadvertisemerts
and route client requeststo the appropriate services.INRs are self con gured with no
manual intervertion. INS usesa simple descriptive languagewith attribute-v alue pairs

for its names,which enablethe serviceto be speci ed precisely

INS hasa late binding medanism that integrates name resolution and message
routing. This enablesclients to cortinue comnunicating with end nodesewen if the
name-to-addressmappings change while a sessionis in progress. INS applications
may submit data to the servicetogether with the de nition of the required service.

ThereforeINRs play important role in binding and routing.

In order INS to scalelargenumber of namesand services Domain Space Resolvers

(DSRs) and partitioned virtual spaces are de ned to restrict the working scope of INRs.
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4. PROPOSED PROTOCOL

SeMAis an architectural approad to mobile wirelessad hoc networks (MANET)
with the fundamenal motivation of de ning a completead hoc network in the sense
that applicationsare provided with aframework of protocolsand primitiv e medanisms.
SeMA is an acrorym for "SessionBased Multi-layer Ad Hoc Network Architecture’
and has also beeninterchangeably used for "ServiceAware Mobile Ad Hoc Network

Architecture'. Basicsof the architecture have rst appearedin [64].

The protocol proposalin this thesisforms a part of the SeMA architecture, trying
to provide medanismsto de ne, announceand accesgo servicesfor ad hoc network
hosts. While realizing this, issuesof routing, sessionmanagemenh and binding are
addressedor a completediscussiorof an ad hoc network architecture. Unlessotherwise
noted, in the cortext of this thesis, the acronym SeMA is frequerily usedto refer to

the proposedprotocol itself, discardingthe rest of the architecture elemeits.

4.1. Overview

SeMA provides a protocol stack operating with three componerts to accommo-
date accesdo generalpurposenetwork applications sud as printing, le transfer and
soon in a highly mobile dynamic ad hoc ervironmert. In sud a target ervironmert,
neither an infrastructured network underneath nor an overlay lookup network exist.
Nodesare assumedio be willing to relay eat other in order to maximize their access

to ead others services.

The ad hoc network is formed, maintained, and terminated for the simple purpose
of bene ting from a serviceprovided by someother host of the network. The lifetime
of the network is therefore determinedby the duration of the client sener interaction.
In this sense SeMA de nes the ad hoc network to be a session(either transparert to
the application or not) betweencommunicating parties. According to this de nition, a

group of wirelesscomnunication capablemobile nodesdo not necessarilyform an ad
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hoc network. An activity of comnunication for serviceaccesga session)is necessary
to call them a part of an ad hoc network. IETF MANET working group's de nition

of an ad hoc network in Chapter 2, howewer, doesnot mertion sud a property.

Servicesare announcedin the SeMA network for possiblefuture usesby the ad
hoc network hosts. But the servicebinding is delayed until the actual servicerequest
is made by the application. SeMA also provides medanismsto discover the services

whoseannouncemets have not readed beforethe application requestis made.

For the operation of proposedprotocol, a wirelessmedium accessortrol (MAC)
and link layer is required. Only broadcastand unicast frame transmissionand link
failure detection functionality are assumedto be supported in the data link layer.
Broadcastframe transmissioncapability is found in almost all available data link layer
protocols becauseof the broadcastnature of the wirelessmedium. This capability is
necessaryto disseminateannouncementype information through the SeMA network.
Link failure detection facility is required to senseand act accordingly (i.e., triggering
someprotocol algorithms) in caseof a unicast padket transmissionfailure. This feature
alsoexistsin many of the available wirelessdata link layer protocols,including popular

IEEE 802.11variants.

SeMA architecture supports network layer addressingwithout any needfor newly
introducedunique iderti ers for mobile nodes(such asIP addressesiand make use of
already available data link layer addressesas iderti ers. Apart from being unique
addressesclassicalnetwork layer addressingprovides no extra information or easefor
protocolssofar asour protocol proposalis concerned.A popularly usedapproad, (in
almost all available literature asthe time of writing) is to uselP asthe network layer
and dewelop algorithms of routing, servicediscovery etc. at IP layer. Although usingIP
providesprovision for native accesgo other IP networks (i.e., xed infrastructure) and
intro ducesability to connectinhomogeneousnedia, motivation of network addressand
hostaddressapproad (and its related IP routing algorithms) of IP doesnot make sense
for an ad hoc network whereno infrastructure exists at any level. SeMA applications

usea slim protocol stack without any IP medanismsembeddedinherertly.
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For our proposal, possible serviceson ad hoc networks are classi ed into two
categories,namely non-interactive and interactive. Non-interactive servicesare kind
of servicesthat usually require beste ort delivery and cortain no constan interaction
of client and sener. This kind of serviceis usually for applications that only need
to deliver its intended data to remote party. A printing serviee can be given as a
non-interactive servicetype example. Printing serviceclient submits its documert for
printing, and only further interaction is the reception of the successndication for the
submitted job from the printer service provider host. Interactive services,however,
requiresinteraction from remote endpoint of commnunication and have applicationslike
le transfer, peer-to-peervoiceand videocommunication. Thesekind of servicesequire
more than best e ort delivery (i.e., reliable delivery for a le transfer application, or
delay bound for a video application) and SeMA layer introducesextra medanismsto
satisfy thoserequiremerns (e.g., network layer acknowledgemets). To clarify the type
of serviceprovided by the protocol, non-interactive servicesupport canbeclassi edinto
“connectionless'interactive servicesupport can be classi ed into “connectionoriented’
approad of communication. The rest of the documen speci es the protocol, discusses
and preselits the results that are related to non-interactive services,which has been

studied extensiwely for the courseof the thesis.

Servicesin the proposedad hoc network are discovered to start a session,and
a valid sourceroute is extracted from the announcedservice. Then padkets of this
sessiorare forwarded through the relaying hostsaccordingto this initial route. Route
optimizations take place at all intermediate nodes to overcomelink breaks, mainly

becauseof the mobility of those nodes.

We have already de ned the ad hoc network as a sessionbetween the service
provider and its user. Keeping this in mind, sessionf non-interactive servicesare
maintained by SeMA, transparert to the user. Thesetransparert sessionsstart with
the late binding to the serviceof concern(after the discorery and lookup phasesif
necessary)and end with the termination indication from the remote party. Service
client is not aware of the internals of the ongoing session,and only preseed with a

successndicator if all padkets of the sessionare delivered to the serviceowner host.
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Figure 4.1. An overall look to the SeMA protocol stack

Sessionmaintained by SeMA for interactive services,howeer, is not transparert to
the application and application explicitly usesthe provided sessionhandle to further
maintain and senddata over the session.Application also voluntarily terminates the

sessionwhich was doneimplicitly on delivery for non-interactive services.

The overall look to the componerts and their interactions for the proposedproto-
colis illustrated in Figure 4.1. The Section4.4 providesa closerlook to the individual

componerts of the overall picture.
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4.2. Mo delling of Proto col Elements

For the proposedad hoc networking protocaol, it is vital to clearly de ne and rep-
resen elemets of the network model under consideration. Theserepresetations are
to be usedboth in formal de nitions of protocolsand in the implemertation of proto-

col algorithms. Details and motivations behind this represetation has also appeared

in [65).

The two key elemens of the protocol are host and service instances. These
instancesare de ned and represeted as extensible markup language(XML) [66] in-
stanceghat conformto an XML Schema[67], designedo specify structure and content
of the instances.Before processingan XML instance,the documert is rst cheded to
be well-formed accordingto the XML versionused. Then, the documert is validated
usingits respective schemadocumert, in order to ensurethat the rulesspeci ed in the

schemaare honoredin the instance.

XML is chosensinceit provides a exible, easy-to-parse,structured text-only
format to accesdata e cien tly. Howeer, a practical disadvantage of using a human
readabletext format is the sizeof the XML instancesgenerated.Someof the instances
areto be carriedin protocol data padkets and text-only format is not e ectiv e for this
purpose. Details and a solution for this problem are givenin Section5.2.1. Following

two sectionsdiscusshow host and serviceinstancesare de ned in the protocol.

4.2.1. Mo delling Hosts

Hostsare de ned to conformthe XML sdhemadocumernt namedhostSchemaand
have various tags and attributes. Listing of the hostSchemaXML sdemadocumert
(XSD) that is requiredto validate mobile host XML instancesis givenin Appendix A.
Although all existing attributes of a host instance are related to that host, some of
them are not neededby the protocol itself but usedby the simulation software of the
protocol. Current coordinates of the host, for example,is homedby its XML instance

but not required by protocol medanismsto function properly.
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Figure 4.2. Main and rst level child elemerts of host XML documerts

Feature-basedcharacteristic of the host instanceshelpsto build protocols that
are aware of a specic feature (e.g., a power-avare routing sdieme or secureservice
discovery). The main elemen and rst level child elemerts of the host XML documerts

are illustrated in Figure 4.2.

Following discussesomeof the featuresof mobile host XML instancesusing the
sample XML instance provided in Figure 4.3 on Page 39. Mobile hosts are iderti ed
by their wirelesslink layer addresseswhich is discussedo be necessaryand su cien t
in Section4.1. This attribute is in the main mobileHosttag and is the only mandatory
host XML instance eld. The movement transmission and reception are simulation-
related tags and their attributes help simulation softwareto properly locate, move, and
determinenodesand their wirelesscomnmunication ranges(not all of them are currertly
usedin deweloped simulation software). The linkEquipment tag homeshost's wireless
and wired interface connectionproperties, sud aslink interface card type (e.g., IEEE

802.11b)and brand. If host hasaccesgo an IP network, its IP addressis alsogivenin
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< mobileHost linkID=\" A3:55:4F:C3:64:B4 " lastUp date=\ 2003-01-22T13:20:00.0 00-05:00" >
< movement>
<currentMo ve x=\ 13" y=\ 44" speedunit=\ m/s " speed=\ 244">In Region 4</curren tMo ve>
< nextMo ve speedunit=\ m/s " speed=\ 200" > 45< /nextMo ve>
</mo vement>
< transmission >
< currentP ower> 200 < /curren tP ower>
< maxRange> 500 < /maxRange >
< shape> circle </shap e>
< [transmission >
<reception>
< currentP ower> 120 < /curren tP ower>
< maxRange> 500 < /maxRange >
< shape> circle </shap e>
</reception >
< linkEquipmen t>
< bluetooth id=\ 7">disabled </blueto oth>
<ieee802.11ver=\ a">cisco aironet < /ieee802.11>
<ieee802.11ver=\ g"> pro xim < /ieee802.11>
<ip connectivit y=\ yes">193.244.55.61 </ip >
</linkEquipmen t>
< measurements>
< cpu utilization _avg=\ 67">i386 </cpu >
<wlink utilization _avg=\ 11" collision _avg=\ 0.01"/ >
< /measurements>
< battery type=\ NiMh " maxCapacit y=\ 450" > 200 < /battery >
< security level=\ high">
< publicKey id=\ 03" algorithmName=\ PGP " length=\ 64">110...00 </publicKey >
</securit y>

< /mobileHost >

Figure 4.3. XML de nition of a samplemobile host

this tag. The measurementstag haslive measuremets of somehost related attributes
that are updated throughout the lifetime of the host. The battery is a separatetag
in a mobile host instance since battery related featuresof a mobile are usually very
important andvital. Many protocol featuresand behavior of applicationscanberelated
to battery type and capacity of the mobile hosts under consideration. The security
tag is suitable to announcemobile host's abilities of cryptographic communication,

including its public keysand algorithms.
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Figure 4.4. Main and rst level child elemerts of serviceXML documeris

4.2.2. Mo delling Services

All available resourceso ered for use by mobile hosts are formally de ned as
servicesof the ad hoc network under consideration. Servicesconstitute the badkbone
of the protocol as many of the medanismsare built with servicesprovided by mobile
hosts of the ad hoc network in mind. The overall ideais sud that hostsof the SeMA
architecture try to lookup, discover and bind to serviceso ered in the network. They

do not try to nd ways to read directly to hostsand then services.

The speci cation of a serviceshould include necessarynformation for an ad hoc
network host to correctly determine whether its needfor the servicecan be ful lled
by this instance. A similar descriptive modelling approad is usedfor Service Location
Protocol (SLP), and Guttman et al. give servicetypesin attribute and value form
in [55]. Similarly in our protocol, serviceinstancesare represeted as attribute-v alue
pairs wherean attribute is a categoryin which a servicecan be evaluated (e.qg., paper-
sizefor a printer). A valueis the classi cation of the servicewithin that category(e.g.,
A4 for papersize attribute). Attribute and valuesare free form strings de ned by ap-
plicationsthat o er thoseinstances,and may only be meaningfulfor thoseclient-server
application pairs. But namesof servicesare to be organizedin a coordinated manner
sinceat leasta nameis required to identify a serviceinstance. This coordination may
be realizedby a naming authority, similar to what Internet Assignal Numkers Author-
ity (IJANA) doesfor SLP. This simple elemen structure of servieSchemadocumert

to which serviceXML documerts are supposedto conformis givenin Figure 4.4.

In our protocol, mobile hostsannouncethe servicesthey provide by broadcasting
necessaryserviceinstance XML documerts via the Servie Announement medanism

designed. At the serviceclient (i.e., host of the application that will be using this
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< service name=\ printer ">
< keyword attribute=\ location "> Engineering  B.443 </k eyword>
< keyword attribute=\ color "> no < /k eyword>
< keyword attribute=\ papersize"> A4 < /k eyword>
< keyword attribute=\ papercount" > 81< /k eyword>
< keyword attribute=\ postscript "> yes< /k eyword>
< keyword attribute=\ maxResolution "> 600*600 < /k eyword>

</service >

Figure 4.5. XML de nition of a sampleprinter asa serviceinstance

service),protocol elemeits do a basic hname cheking and Itering amongthe services
available to return matching serviceinstancesto application. This processis covered
in detail in Section4.4.2. Choosing a serviceamongsuitable instancesis not a trivial
task and it is not the responsibility of the protocol proposed. Featuresthat existin the
available candidate instancesare meaningful to application that needsbinding. Our
protocol tries to provide applications with valid serviceinstancesas closeas possible
to their requests. Selection processamong the found instancesis the duty of the
application. The protocol mehanismshoweer, hasthe ability to presen someoptimal
alternativesaslong asthey refer to the sameserviceinstance(e.g., sud aso ering the

shortesthop route alternative to the application).

Figure 4.5 and Figure 4.6 provide two sampleserviceXML instancesthat is well-
formed and valid to be usedin SeMA. In Figure 4.5, a printer serviceinstanceis given
with its various attributes and their respective values. For an examplescenariousing
this instance,a SeMA application will not be ableto selectand bind to this printer if it
needsa printer to print a coloreddocumen of a hundred pages.Figure 4.6 illustrates
how a classicalhttp servicemay be represeted asa SeMA serviceinstance. It will be
possiblefor a mobile host to have classicalhttp serviceby looking up a serviceinstance
namedhttpDocument IP connectivity of the host that providesthis serviceis another

issueand beyond the discussionof the servicespeci cations.

< service name=\ httpDocument" >
< keyword attribute=\ baseURL">www.netlab.b  oun.edu.tr/p  eople < /k eyword>
<keyword attribute=\ lename ">index.h tml </k eyword>

</service >

Figure 4.6. XML de nition of a sampleweb pageasa serviceinstance
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Figure 4.7. SeMA padket structure

4.3. Packet Structure

SeMA protocol stadk de nes medanismsto create, maintain and terminate an

ad hoc network, and usesthe padket structure illustrated in Figure 4.7.

A SeMA padket on the ad hoc network is uniquely identi ed by the combination
of elds (2), (3) and (4) in Figure 4.7. Sincethere is no fragmertation de ned between
SeMA and the underlying data link layer, a SeMA padket hasto t into onedata link
frame, which determinesthe upper limit on the size of a padket. Maximum available
payload spacein SeMA padkets is determined by the typical resened spacefor host
instancesand expected maximum network diameter (i.e., maximum number of hosts

in sourceroutes). The description of elds for the SeMA padket is given as:

1. Packet Type: Indicatesoneof v edistinct padket typesof SeMA. Their names
and brief explanationsare given in Table 4.1.

2. Client Id: Unique identi er of the node (provided by the data link layer) where
the sessions originated.

3. Session Id: A locally uniqueidenti er generatedby the client node for a session
which hasalready, obtainedbinding. It is 0 whenpadket is of type announe@ment
or lookupreply. This eld is usedasa TTL eld when padket is of type lookup
(SeeSection4.4.2.4).

4. Sequence Num ber: A unique, padet idertifying number within the session(3)
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Table 4.1. SeMA padket types

Packet Type Explanation
SeMA DATA Regular application data for sessions
SeMA_LOOKUP Broadcast packet to seard for services

SeMA_LOOKUPREPL Y Reply to the lookup originator
SeMA_ ANNOUNCEMENT | Broadcast padket to advertise services

SeMA_.TERMINA TE Sessiontermination indicator
of host (2).
5. Last Flag: This ag is usedto mark the last padet of the session(See Sec-
tion 4.4.1.4).

6. Lost Flag: This ag is usedto mark a padket whosenext hop was found un-
reacable by the last processingrouting agert (SeeSection4.4.3.2).

7. Timewindo w of Service Instance : A relative time interval during which the
correspnding serviceis available (SeeSection4.4.2.3).

8. Route Hop Count: The number of intermediate hosts available in the source
route eld (9).

9. Instances of Hosts on Route : Host XML instancesof the intermediate hosts
that constitute the sourceroute for this padet. First instancebeingthe originator
of the padket, and the last instance being the destination of the padket. These
two special instancesare not courted in (8).

10. Payload Size: Sizeof the payload eld (11) in bytes.
11. Payload : The portion of the padket that carriesthe intended data.

4.4. Comp onents

SeMA protocol is composedof four functional units called sessionmanaget rout-
ing agent servie agent and communiction agent as illustrated in Figure 4.1 on
Page 36. In the protocol stak, sessiomrmanageris the unit that interfacesthe SeMA
layer to applications and commnmunication agert is the unit that interfacesthe SeMA
layer to the available data link layer. Serviceand routing agerts mainly perform net-

work layer operations, related to padket forwarding and service table maintenance.
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Sessiommanagertries to managethe ad hoc network by initiating servicefetch process,

organizing sessionpadets and terminating the current session.

4.4.1. Session Manager

Sessiommanagercoordinatesthe applications requestfor serviceby making pro-

tocol primitiv esavailable. Its internal medanismsare built around the idea of the ad

hoc network that is maintained for the sake of a session.

4.4.1.1. Announcing Availability of Services. Upon decidingto o er a service avail-

able to the hosts of the ad hoc network, an application useso er primitiv e of the
sessionmanagerto provide necessaryinformation to the sessionmanager. This infor-
mation includesavalid and well-formedserviceXML instanceand a validity timestamp.
The XML instanceis composedof a servicenamewhich is a de ned word from a broad
classi cation of services,and descriptive attribute-value pairs. With the useof o er
primitiv e, the host becomeghe provider of a service,speci ed by the respective XML
instance until the time given in the validity timestamp is reached. The validity time
and o ering repetitions for a servicedetermine how fresh are the entries found on the

hosts of the ad hoc network.

The sessiommanagerinforms the servie agentto trigger the necessaryaction for
enablinga serviceon the network, called serviee announement Serviceannouncemenh
is simply a o oded information for the potential ad hoc network hosts stating the
availability of a servicein the network. Details of serviceannouncemen procedureis

givenin Section4.4.2.

4.4.1.2. Sessionlable. Sessiontableis the main data structure of the sessiormanager.

This table holds information about the inbound (originated from remote parties to
bene t from servicesprovided by this host) and outlound sessionsSomeof the elds

of a sessiontable ertry and their brief usagesare givenin Table 4.2.
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Table 4.2. Important elds of a sessiortable enry

Name of Field Explanation

sessionType Indicates the sessionas either inbound or outbound
remoteAddr Host addressof the remote party taking role in this session
localSessionid Locally unique, assignedsessionid

localApplicationld | Identi er of the local application (provider) taking role in this session

remoteSessionld | Locally unigue (at remote side), assighedsessionid

localApplicationld | Identi er of the local application taking role in this session

departureBu er Usedto maintain outgoing SeMA padkets if sessionis of type outbound

arrivalBu er Usedto maintain incoming SeMA packets if sessionis of type inbound

lastPacketArrived | Indicates the arrival of SeMA padket with last ag set

sessionActive Usedto mark the sessionas all expected packets arrived, or timeout

4.4.1.3. Maintaining an Inbound Session. An inbound sessions started with the rst

SeMA padet received from the routing agent bearing an unseenremote sessionden-
tier from a given remote host. A quick seart on the recordsof the sessiortable is
necessaryto decideif this padket belongsto an unseensession. If so, a new session
table ertry is created,it isinitialized, a newlocally unique sessiondernti er is assigned,
and this very rst padket of the sessioris recordedinto the sessionarrival bu er. The
application that o ered the serviceunder considerationis not aware of this ongoing
sessionand will be informed of this activity after all padkets of the sessionarrived.
With the arrival of the last padet belongingto this session(which may be either the
padet with last ag setor an expected out-of-sequencelelivery), sessionrmanagerre-
orders any out-of-sequencedelivery before passingthe pointer to the arrived data to

the application.

Upon the successfuteception of all padets, sessiormanagerasksrouting agen
for initiation of a terminate packet towards the remote party, which will be the indi-
cation of gracefulreception of all padets and termination of the ad hoc network. An
incompletesessiorwith no newpadket arrival in SEMA_SESSIONTIMEOUT _.CHECK

time, which is a protocol parameter,is assumedio be a timed-out session.

Sessionmanageris provided with no duplicate padets for a given sessionsince
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routing agert usesa sessioncacheto discard previously seenpadets. Operation of the

sessioncade is explainedin Section4.4.3.

4.4.1.4. Maintaining an Outbound Session. For an outbound sessionto start, appli-

cation rst needsto ask for an available serviceinstancethat has not expired as the
time of binding by using fetch.serviee primitiv e of sessionmanager. Servie agent is
responsible for serviee table sear® or servie lookup procedurewhich will extract the
available matching services(SeeSection4.4.2.4for details). Sessionmanagersilertly
passedound suitable instancealternativesto the application. If application choosesto
useoneof the alternatives,it passesa pointer to its data to be submitted together with
the instanceidenti er using send primitiv e of the sessiormanager. The application is
now bound to the remote service(late binding) and sessionrmanageracts to start the
session. For the purpose,a new sessiontable enry is created and initialized, a new
locally unique sessiondenti er is assignedand the submitted data is processedo be
put into SeMA padets. Data is fragmerted, and sequencenumbers are assaiated if
total data sizeexceedghe maximum possiblepayload size of one SeMA padet. Last
padet (the only padet if no fragmertation took place)of the sessioralways hasits last
ag setto indicate the number of fragmerts this sessiorowns. Details of the structure
of a SeMA padket are given in Section4.3. This ready-to-go padets are placed into
the sessiongdefarture bu er. Routing agert of the host is responsible from making
those padkets their way to the destination. Medanisms of routing are discussedin

Section4.4.3.

Sessiormanageralsoinforms the application of a successfutlelivery if termination
padet of the remote party is received. Applications are to maintain their exception
or timeout medanismsto handle the absenceof termination indication from session

manager.

Sincesessiommanagerkeepsthe information related to a given sessionn a table
ertry, together with all necessarybu ers, it is possibleto maintain multiple sessions

(from di erent applicationsor from the sameapplication). A sessioron SeMA network
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may be uniquely identi ed by a <localSessionld,hostAddr> tuple. The samesessioris

always uniquely addressedy its correspnding < remoteSessionldremoteAddr> tuple.

4.4.2. Service Agent

The SeMA sessionsare created, maintained, and terminated in a service-cetric
manner. To managethis, a separatefunctional entity, called serviceagen, is de ned.
Serviceagen maintains the servicetable, a vital data structure of the protocol, and

performs servicerelated messaggrocessing.

4.4.2.1. ServiceTable. Servicetable is the main data structure of many algorithms

de ned in the SeMA protocol stak. It is composedof ertries that cortain service
instancesavailable at remote hosts. The elds of the table and a sample ertry is
illustrated in Figure 4.8. The table is updated and new ertries are added during the
lifetime of the host. Servicetable is not only usedby the serviceagert itself, but also

usedby the routing agert to extract valid sourceroutesfor a given serviceinstance.

Servicetable is mainly populated by the service instancesthat are delivered
by the communication agent as service announcemeh padets (See Section 4.3 for
SeMA padets). Serviceannouncemets are broadcast messagegorwarded through
the network to have local servicetables with up-to-date serviceinformation available

on the network. Serviceagern may recordthe instanceinto the table if it satis es some
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Figure 4.8. Servicetable with a sampleertry
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conditions. Theseare discussedn the Section4.4.2.2.

It is legal for servicetable to include more than one entry for a given service
instance on a remote host. The alternative ertries provide di erent multihop routes
towards the provider of this speci ¢ instance. The host instancesof the route from
which this serviceinstance carrying announcemeh padket is received is recordedinto
the table together with its hop court. It is alsoclear that this approad is consisten
with the service-cetric protocol in the sensethat given two servicesprovided by the
sameremote host is not necessarilyreaded via the sameroute (i.e., host or network

feature aware routing).

Servicetable eriries bear a timestamp that indicates the time that the enry
is inserted. Also extracted from the serviceannouncemeh padet, there is the enry
expiration timestamp, determining the time that the serviceinstance is valid as a

working alternative.

Servicetable ertries are accessedsia their index numbers and this number is
assignedat insertion automatically by the serviceagen. Index numbersare not reused
and expired ertries (according to their expiration information) are not removed as
long as available spacepermits. Expired ertries may be usedfor someoptimization

alternativesin caseof route lossesowards a speci ¢ host.

4.4.2.2. Handling Arriving Announcemets. Upon receiving a SeMA padet of an-

nouncemen type, the commnunication agen of the SeMA stadk passeshe padket to
the serviceagert for processing.If it is the rst time that this serviceinstanceis re-
ceived from the provider host, a new servicetable ertry is created,an index is assigned
and the serviceinstance is recordedwith its provider and forwarder host instances.
The arrival timestamp entry is lled with the current wall clock of the host, and the
expiration timestampis found by adding the validity interval (from the received padet)
to this arrival timestamp. The reasonfor sud a timestamp medanismis explainedin

the Section4.4.2.3.
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If serviceagert nds oneor morevalid (not expired) ertries for the sameservice
instance from the same host, the announcemen padet is processedin a di erent
manner. If there is a SEMARP_SERVICE TABLE ADDING HOP_THRESHOLD or
lesshop court carrying ertry recorded,this new ertry is treated as 'too expensiwe to
record'in the sensethat number of hopsto read the provider hostis high comparedto
what is alreadyin the table. This thresholdvalueis a protocol parameterto be adjusted
accordingto the node density of the target environmert. If the arriving announcemen
hop court is suitable, it is recordedto the table and the announcemen is passedto
the routing agen for further relaying. Serviceagert doesnot relay the announcemets
that is not recordedbecauseit is usually waste of bandwidth to further relay what
is found to be ‘worthless' to record. As a further emergencybreak, no more than
SEMARP_SERVICE _-TABLE _SAME_SERVICE _LIMIT number of ertries pointing to
the sameserviceof the samehost is recordedto the table, evenif it is found feasibleby
the threshold value ched. This featureis necessaryto prevert an ever-groning service
table in an ervironment wherevery denselydeployed ad hoc network hostsexist (i.e.,
generatingmore than necessaryroute alternatives). If the received announcemen is
found as an ertry in the table exceptits expiration timestamp, only a timestamp

update is doneby the serviceagert.

The arriving serviceannouncemet handling algorithm performedby the service

ager is givenin Figure 4.9.

4.4.2.3. Handling Departing Announcemets. Applications are interfaced with o er

primitiv e of the sessionmanagerfor servicestarting purposes. The sessionmanager
asksserviceagen for announcemen of this new serviceasexplainedin Section4.4.1.1.
Serviceagert rst insertsthis newserviceto its own servicetable, and preparesa SeMA
padket of type announement The serviceXML instanceprovided by the application is
put into the payload of the padket and this hostsXML instanceis placedasthe rst host
on the route, indicating this host asthe provider of the service. The time interval value
of the padket is lled with the di erence of the absoluteservicevalidity time provided

by the application and the current wall clock of the host. Thereforethe padet carries
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a relative time interval during which the serviceis provided by this host. This relative
time interval is necessaryto maintain a working distributed expiration medanism
without the assumptionof certrally syndironized clocks of di erent mobile hosts. It is
obvious that the ad hoc network would needa certral clock syndironization method,
if serviceagen inserts the absoluteservicelifetime timestamp into the announcemen
padket. By using a time interval in announcemen padets, on the other hand, we

ignore the time that the announcemenh padket spends during the o oding over the

handleArriv  edServiceAnnouncemen  t(SeMAPacket announcement)

SeMAServiceTableEntry  stEntry;
SeMAHostInstance providerHost, hostOnRoute;

SeMAServicelnstance  announcedService;

parseServic eXML (announcenent. payload, &announcedService);

parseHostXML (announcement. provide rXM., &providerHost);

If (providerHost.hostld == mylnstance.hostld)
nn This is my service offering

Set notToBeProcessed = TRUE;return ;

for all announcement.hostsOnRoute XML
parseHostXML (announcement.hosts OnRute XML. &hostOnRoute);
If (hostOnRoute.hostld == mylnstance.hostld)
nn Circular announcementflooding detected
Set notToBeProcessed = TRUE;return ;

forall matching stEntry
If (stEntry.hopCount + SEMARBERVICETABLEADDINGHOBTHRESHOLD
< announcement.hopCount)
nn It is not worth recording
Set notToBeProcessed = TRUE;return ;

If num berof (matching stEntry) > SEMARBERVICETABLESAMESERVICHE.IMIT
nn Have enough of this service already

Set notToBeProcessed = TRUE;return ;

/* Yet another service instance is recorded to the table */
recordintoServic eTable (&announcemert);
* .. and it is further relayed to be flooded */

sendR outingA gent (&announcemat) ;

return ;

Figure 4.9. The arriving serviceannouncemet handling algorithm
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network. Upon reception, a serviceagen acts asif the serviceis valid for an interval

starting at the momert of reception.

The algorithm that serviceagen usesto start o ering servicesis given in Fig-
ure 4.10.

4.4.2.4. Fetching and Discovering Services. The fundamertal purpose of the service
agen isto nd suitable serviceinstancesto the applications that used fetch servie
primitiv e of the sessionrmanager. Serviceagen usesthe serviceinstance provided by

the application asthe basisof its decision.

First, the serviceager performsa servicename matching query on the service
table amongthe ertries that carry a valid (not expired) timestamp. For those ertries
that match the requestedname, an attribute-value Itering is applied. Found ertries
are eliminated as long as they do not have the speci ed attribute-v alue pairs by the
application. The attribute-value pairs speci ed by the application may be a subset
of available servicesattribute-value pairs. These extra featuresare to be ewaluated
by the application itself. If at least one valid serviceinstanceis found satisfying the

conditionsabove, its servicetable index is returned to the sessiormanager,thereforeto

handleDepartingServiceAnnouncemen t (SeMAServiceXML offeredService, timestamp validUntil)

SeMAPacket announcementPacket;

Set announcementPacket.pkt Type = SeMAANNOUNCEMENT;

Set announcementPacket.cli entl d = mylnstance.hostld;

Set announcementPacket.twOfSer vic elnst = validuntil - now();
Set announcementPacket.payload = offeredService;

generateHostXML (mylnstance, &announcementPacket.hostsOnRut e[0] );

/* Adding my own service to myown service table */
recordintoServic eTable (&announcemernPacket );

/¥ ... let it start to be announced */

sendR outingA gent (&announcenentP acket);

return ;

Figure 4.10. The departing serviceannouncemen handling algorithm
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the application. If more than one matching instanceis found, all of them are returned
to the application for a further decision. Currently, this matching is doneon per service
instance of a host basis,meaningthat only oneertry is returned for a speci ¢ service
instanceon a speci ¢ host. This is becausethe populated ertries for a given instance
at a given host are there for routing purposes,and application, currertly, do not select
serviceson routing alternative basis. From the provided instances,application starts
the ad hoc network by selectingone of them and binding itself by submitting its data

to the sessiormanager.

If no matching serviceinstancesarefound on the local servicetable, the procedure
calledservice lookupis initiated by the serviceagen. The purposeof the servicelookup
isto nd a valid suitable serviceinstance as quick as possible, preferably from near
neighbors servicetables. To initiate a servicelookup, serviceagert preparesa SeMA
padet of type servie lookup and attachesthe requestedserviceinstancereceived from
the application. The servicelookup padet is actually a broadcastmessagédut is emit-
ted to the network using an expandingring approad to limit the unnecessarynessage

o oding. The servicelookup messagegarry a time-to-live (TTL) value (literally in
sessionld eld of the SeMA padket) which is decremeted at every forwarding hop and
the messages no more relayed when TTL readeszero. By adjusting the TTL value,

the servicelooking host cortrols the diameter of the scope of the lookup request.

Communication agens of the hoststhat receiwe a servicelookup padet passthe
padet to their serviceageris which then realize a similar chedk on their respective
servicetables. If at least onevalid matching entry is found, the ertry is sert badk to
the originator of the lookup requestin a unicast lookup reply padet (i.e routing agen
reversesthe route that the respective lookup padket hasarrived with). The answering
serviceagern concatenateshe route from this host to the serviceprovider (using the
servicetable ertry) with the route on the lookup padet, sothat the originator of the
lookup will beableto nd out how to read the serviceprovider hostvia this answering
host. If no suitable ertry is found locally and if TTL value permits, the lookup request
is broadcastagainto the network (with TTL value decremeted by one). For the worst

case,if sud a serviceexists somewherereadable in the network, the lookup request
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reathesthe provider of the service.

If the servicelookup originator has not received a service lookup reply from
some host on the network, its serviceagern re-broadcaststhe messagewith an in-
creasedTTL value. Currently the lookup start diameter is determined by the SE-
MARP _SERVICE LOOKUP _.EXPANDRING _START .DIAMETER parameterand in-
creasedby SEMARP_SERVICE _LOOKUP _EXPANDRING _STEPSIZE amourt of hops
for every SEMARP_SERVICE LOOKUP _EXPANDRING _-TIMEOUT amourt of time
passedwithout a servicelookup reply padet received. This ring is expandedfor SE-
MARP _SERVICE LOOKUP _EXPANDRING _RETRIES times at most beforethe ap-

plication is informed of "no sud serviceavailable'.

Upon receptionof a servicelookup reply from a neighbor (near or far), the service
agernt behavesasif it hasreceived a serviceannouncemen and placesthis new infor-
mation to its servicetable and returns the index of this entry to the sessiomrmanager

in order to satisfy awaiting application fetch request.

For our proposedprotocol, there is a trade o between number of servicean-
nouncemenh padets and number of servicelookup or lookup reply padets. If scope of
announcemenh o oding is limited, then servicelookup actions are expectedto be fre-
quert. Currently o oding of serviceannouncemets are not limited, thereforeresulting

in lesslookup needand low latency in servicediscovery.

The summary of the operationsto nd a serviceis given asthe ndService algo-

rithm in Figure 4.11.

4.4.3. Routing Agent

Routing agert is the componert of the protocol that tries to attach valid routes
to new SeMA padkets, forward the onesattached with routes, and heal the onesthat
have lost their way to destination becauseof link breaks. All ertities of the protocol

ask routing ager to have a SeMA padet sert out of the host.
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4.4.3.1. Routing Strategy. For unicast padets of the SeMA protocol, sourcerouting

is usedto send padkets towards their destinations. Di erent from other sourcerout-
ing approades,like Dynamic SourceRouting (DSR) [23], sourceroute discovery is not
de ned asa separateprocesshut alreadyrealizedwith the serviceannouncemehmed-
anism. Routing ager is provided with SeMA padets from sessionmanagerthat are

already bound to a serviceinstanceavailable in the servicetable of the host. Routing

ndService (SeMAServicelnstance askedService)

SeMAPacket lookupPacket;
SeMAServiceTableEntry  stEntry;

forall stEntry
If ((stEntry.serviceName == askedService.serviceNa me) & &
(stEntry.attribute/value S askedService.attribute  /val ues))
Set numberOfSuitablelnstanc es++;
addT oFoundList (stEntry);

If (numberOfSuitablelnstance s > 0)
sendSessionManager (FoundList) ; return ;
Else
* .. start service lookup */
Set numberOfLookupAttempts++;
Set lookupPacket.pktType = SeMALOOKUP;

Set lookupPacket.clientld = mylnstance.hostld;
Set lookupPacket.sessionld = SEMARBERVICHOOKUEXPANDRINGTARIDIAMETER,;
Set lookupPacket.payload = askedService;

sendR outingA gent (&lookupPacket );

Wait  Until
lookupReply received:
recordintoServic eTable (&look upReply );
sendSessionManager (newServi cel ndex); return ;
timeout in SEMARBERVICH.OOKUEXPANDRINGMEOUTreceived:
If (numberOfLookupAttempts < SEMARBERVICEH.OOKUEXPANDRINRETRIES)
/* increment expanding ring diameter and repeat lookup */
Set lookupPacket.sessionld += SEMARBERVICH.OOKUEXPANDRIN&TEPSIZE;
sendR outingA gent (&lookupPacket);
goto (WaitUntil);
Else

sendSessionManager (timeou tin dicatio n); return ;

Figure 4.11. The stepsperformedto nd a suitable serviceby the serviceager
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agern simply extracts the route (i.e., the sequencef hoststhat forwarded this service
instance at the time of announcemen o oding) from the correspnding servicetable

ertry and insertsit into the hostOnFoute eld of the outgoing SeMA padket.

This simplifying approad to routing has its disadwantageson the other hand.
The route information found at the local servicetable may be out-of-date becauseof
the highly varying node mobility at the target ervironment. Routing agen is equipped
with somebasic healing algorithms that try to heal a route on a SeMA padet that
is not valid anymore. Theseare given in Section4.4.3.2. The serviceannouncemen
frequencyon the ad hoc network has an important e ect on routing performancein

this sense.

For the sake of bandwidth e cient routing process,routing agert maintains a
data structure calledsessioncache Routing agen recordsiderti er parts of all padets
it has processedo this sessioncade. Sessioncade is maintained in FIFO manner
and its size may be determined accordingto the memory spaceavailable. Routing
agern usesthe sessioncade to immediately discard the padets that it has previously
processed.Furthermore, if the routing ager forwards a terminate padet for a given
sessionbetweentwo hosts, it invalidates the ertries (i.e., mark them) correspnding
to this sessionto avoid further processingof any zombie padets (belongingto this
terminated session)travelling the network. Spacededicatedasthe sessioncade is to
be determined at a sizethat is small enoughto catch the double processingof some
o oded data padets. Having larger sizedsessioncade will do no harm in that sense
but will slov down the sessiorncade seart procedure. The sessiorncade with sample

ertries is illustrated in Figure 4.12.

As the forwarder of padketsto their destinations,routing agert is the placewhere
commnunication ager deliversall data padetsit receiwes. If routing agent hasnot seen
the new arrived data padket, it is rst placedinto the sessioncade, and discarded
otherwise. If the padket is not destined for this host, routing agen locatesits own
instancefrom the sourceroute and extracts the next hop id from the available source

route. Padket is then forwarded to this next hop via the commnunication agen. If this
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Figure 4.12. Sessiorcade with sampleertries

hostis the intendedrecipiert of the padket, the padet is passedo the sessiormanager
for further processing.Exceptions of this processis the unavailability of the next hop
speci ed in the sourceroute of the padet. The route lossand healingis explainedin

the next section.

4.4.3.2. Route Lossand Healing. Whene\er a unicastpadket is givento the underlying

data link layer for transmissionby the comnunication agen, it is probable that the
next hop will not be in the wirelesstransmissionrange of the host transmitting the
padet. Additionally, the next hop may bein the transmissionrangeof the transmitting
host, but transmissionmay be unsuccessfubecauseof various reasonssud asfading,
interferencerelated bit errors etc. For those casesthe data link layer returns a link

failure indication (as assumedn Section4.1), sothat SeMA can act accordingly

If alink failure indication is received for a SeMA padket, routing agen performs
a local seard on its servicetable to extract an alternative valid minimum hop source
route towardsthe destination of the failed padket. Next hop available in this newroute,
obviously, needsto be di erent from the onethat hasbeenpreviously tried. Routing
agen retries this route healing SEMARP_LOST_ROUTE _HEAL _TRY _LIMIT times
and keeptrack of status of a padet from its respective sessiorcade ertry (Heal Count

eld in Figure 4.12). This behavior of SeMArouting is againdi erent from DSR, where
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sourceof the respective lost padket is informed of route loss by meansof route error
messagesgroute sahaging is a similar optimization de ned in DSR, but sourcehost is

noti ed of lossanyhow).

If padket has not been successfullyforwarded to the next hop along the source
route after SEMARP_LOST_ROUTE _HEAL _TRY _LIMIT times healing,or no suitable
route alternatives are found from the local servicetable, routing agen switchesto
broadcastingthe padet by setting its lost ag. Any routing agert that receiwes this
lost padket processest ewen if its not among the hosts on the sourceroute. If the
routing ager that received the lost padket nds itself on the sourceroute, the lost
ag of padet is resetand routing switchesto the normal procedure. Otherwise the
samehealing procedureis applied for the padket. Further broadcastof the padket on
failure is a protocol parameter and currertly o oding is not cortinued after the rst
broadcast. The probability of route healingis higher if broadcastis cortinued but it
will causemore contention on the network, especially if the network is heavily loaded.

Routing and healingalgorithm for a given SeMA padet is summarizedin Figure 4.13.

Route lossactions and correspnding healing proceduresare only taken for data
and terminate padkets. Other padets are broadcasttype padets (announement and
lookup) or lookup reply padets and their lossis not vital in the sensethat alternatives

of the padkets are expectedto arrive from di erent routes anyway.

Routing agern is the place where di erent alternative routing approades are
possibleto implemen. For example, specic to a given serviceclass,routing agert
may try to selectthe route in a di erent mannerfrom its invertory (i.e., servicetable

ertries) sud asthe minimum hop including or maximum battery capacity holding etc.

4.4.4. Comm unication Agent

Communication agen functions asa simplewrapper to the primitiv esprovided by

underlying data link layer. Data link primitiv esare abstracted away from the ertities
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Communication agen dispatdhesthe arriving data link framesas SeMA padets

and delivers them accordingly Announcement lookup and lookup reply padets are

routeSeMAPacket (SeMAPacket packetToBeProcessed)

SeMAServiceTableEntry  stEntry;

SeMAHostInstance hostOnRoute;

If (! packetHasSe enBefor e(&packetToBeProcessed))
/* First, record the packet to seen list */

insertSessionCache (&packetToBeProcesed.h eader);

If (packetToBeProcessed. lost Flag)
/* A regular SeMApacket to be routed */
for all packetToBeProcessed.host sOnRut eXM[]
parseHostXML (packetToBeProc essed.h ost sOnRuteXM[i] , &hostOnRoute);
If (hostOnRoute.hostld == mylnstance.hostld)
/* Here is my address, let us extract the next hop */
parseHostXML (packetToBeProce ssed.ho stsOnRaiteXML[i+1] , &hostOnRoute);
Set nextHopld = hostOnRoute.hostld;
sendCommunic ationA gent (&packetToBeProcessed, nextHopld);
return ;
Else
/* This packet has lost its way towards destination */
If (! packetHasBe enHe aledEnough (&packet ToBeProcesed.h eader))
/* Let us look an alternative route entry for this lost packet */
forall stEntry
If (StEntry.provider.host Id == packetToBeProcesed.destin atio nHastld )
updateSour ceRoute (&packetToBeProcesed, stEntry.index);
Set packetHealed = TRUE;
sendCommunic ationA gent (&packetToBeProcessed, newNextHopld);
return ;
Else
/* Packet has been healed SEMARPOSTROUTHEALTRYLIMIT times, switch to flooding
Set packetToBeProcessed.lost Flag = TRUE;
sendCommunic ationA gent (&packetToBeProcessed, BROADCAST);
return ;
Else
This packet has been seen before */
Set packetToBeDiscarded = TRUE;

return ;

*/

Figure 4.13. The stepsperformedto route a SeMA padket
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delivered to serviceagern, data and terminate padets are delivered to the routing

agern of the host by the comnunication agert.

Although SeMA padkets are currertly not fragmerted to be carried in morethan
onedata link layer frame, communication agert is the placeto realizethis feature if it

is desiredin the future.

4.5. lllustrativ e Examples

In this section, someillustrativ e examplesare presertied to clarify basicsof the
algorithms given in the precedingsections. Examplesare given on a samplead hoc

network topology, composedof nodesrunning proposedprotocol stack.

In Figure 4.14, service announcemenh procedureis illustrated. There are four
nodesin the example with their wirelesstransmission rangesindicated with circles
bearing their host identi ers. For this example, Node 1 provides a printer service
for the network and starts to announcethis serviceas illustrated in Part (a) of Fig-
ure 4.14. The announcemeh padet is only received by the Node 2 sinceit is the
only node within the transmissionrange of Node 1. Upon receiving the announce-
mert padket from Node 1, Node 2 records availability of the new serviceand starts
to relay the announcemeh by broadcastingthe announcemet Before relaying the
announcemet) Node 2 insertsits own host instanceto the sourceroute of the padket.
The announcemen of Node 2 is received by Node 1, Node 3 and Node 4 asillustrated
in the Part (b) of Figure 4.14. Node 1 immediately discardsthe received announce-
mert sinceit carriesthe serviceprovided by itself. Node 3 and Node 4 record this
announcemenh as a servicethat is readable via Node 2 and o ered by Node 1. As
Node 3 and Node 4 further relay the received announcemen (Part (c) of Figure 4.14),
Node 2 receivestwo announcemets that should be discarded. This is becauseNode 2
already appearson the sourceroute eld of the announcemets received from Node 3
and Node 4. Howewer, Node 3 recordsthe announcemen received from Node 4 and
Node 4 recordsthe announcemen received from Node 3. This createstwo alternative

ertries at Node 3 and Node 4 regarding the sameserviceinstance of Node 1. If the
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Figure 4.14. Serviceannouncemeh procedurein a samplenetwork

SEMARP_SERVICE _-TABLE _ADDING _HOP_THRESHOLD parameter of the proto-
col is setto zero, Node 3 would not record the announcemen received from Node 4
sincethere is already an entry with smaller hop court. After these stepsof the ser-
vice announcemet) servicetables of the nodesare found asillustrated in Figure 4.15.

Details of serviceannouncemen procedureare given in Section4.4.2.

Just after the announcemen procedureis over, two more nodes (Node 5 and
Node 6) join to the samplenetwork topology as illustrated in Part (a) of Figure 4.16.
As soon as Node 6 needsa printer service,a lookup procedurehasto be started, since
Node 6 has not yet heard of an announcemet The rst lookup messages broadcast
with expandingring diameter being equalto one. Only Node 5 receiwes this lookup
requestas seenin Part (b) of Figure 4.16. Node 5 hasno suitable instanceto reply to
this requestand can not further relay the messagdbecauseof the TTL value). After
SEMARP_SERVICE _LOOKUP _-EXPANDRING _-TIMEOUT amourt of time without
a positive reply, Node 6 re-initiates the lookup for the secondtime with the expanding
ring diameter being equalto two. This time, lookup requestpadket reathesto Node 3
which then replieswith a lookup reply padet including the serviceinstancerecorded
in its servicetable with index number (1). Node 5 takesits role in relaying the unicast
lookup reply padket to Node 6. Finally, servicetable of the Node 6 is populated with

an ertry asillustrated in Figure 4.17.
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After the announcemeh and lookup phasesan application on Node 3 initiates a
servicefetch for a printer and immediately nds the printer on Node 1 (from its local
servicetable). The returned servicetable index for this application is (1), sinceit is the
minimum hop path via Node 2. The application starts the sessionand SeMA padets

are routed through Node 2 towards the destination Node 1 asillustrated in Part (a)
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Figure 4.16. Servicelookup procedurein a samplenetwork

of the Figure 4.18. During the session,Node 3 starts to move towards the direction
indicated by the gray arrow in Figure 4.18 Part (a). When Node 3 arrivesin its new
place, as shavn in Part (b) of Figure 4.18, Node 2 is not reacdable anymore. There-
fore Node 3 initiates the route healing process(after the link layer failure indication)
explainedin Section4.4.3.2. Finding the alternative erntry for the sameservicefrom
the servicetable (SeeFigure 4.15for the tables), Node 3 switchesthe route to include
Node 4 and then Node 2. While the new route is in e ect, unfortunately, Node 2
goesout of battery and stopsrelaying padets towards Node 1. Having no other route
alternatives, Node 4 switchesto o oding the remaining data padkets. Luckily, Node 1

is now in the transmissionrange of Node 4 and it receivesthe o oded data padets.
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Figure 4.17. Servicetable of Node 6 after lookup reply procedure
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Figure 4.18. SeMA padket routing procedurein a samplenetwork

Therefore, sessioncortinuesand nishes intact. Details of routing and route healing

are given in Section4.4.3.
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5. IMPLEMENT ATION OF SIMULA TION

Simulation study of the proposedprotocol is conductedusing GloMoSim (Global
Mobile Information SystemsSimulation Library), a simulation library deweloped at
UCLA Parallel Computing Laboratory [68. GloMoSim has beenbuilt to provide a
scalable simulation environment with support for wirelessnetworks (wired network
support was planned as a future extension) using a layered approad similar to "OSI
seen layer network architecture'. Standard APIs have beenusedbetweenthoselayers
using parallel discrete evert simulation capability provided by Parsec[69], which is a
generalpurpose C-basedsimulation languagefor sequetial and parallel execution of
discreteevert simulation models. An enhancedcommercialversion of the GloMoSim

is deweloped and marketed by ScalableNetwork Tednologiesinc. as Qualnet [70].

Possiblesimulator software alternativesthat could have beenusedin simulations
of the proposedprotocol were OPNET Modeler [71] from OPNET Tednologiesinc.,
and ns-2[72] (developedin collaboration with many institutions and researbers). OP-
NET was not preferred becauseof licensing issues(i.e., it was not available free of
chargefor researti institutions). Although ns-2is being widely usedfor wirelessnet-
work simulations in the researb comnmnunities, it hasnot beenpreferredbecauseof the
following reasons.The e ort involved in learning and using the simulator is compara-
bly high, and ns-2is more useful if lower layer protocol statistics are of interest. Ns-2
has originally beendeweloped to be a wired network simulator and later extendedto
include wirelessnetworking support. Additionally, feasibility of using ns-2 diminishes
as the scaleof the network under simulation is increased(in terms of the size of the

area, the number of nodes,and the amourt of application trac generated).

Following sectionsprovide a brief introduction to the details of the designof the

GloMoSim and explain the newly added componerts to the simulator.
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Figure 5.1. GloMoSim layers and implemerted SeMA stadk

5.1. Structure of the GloMoSim

GloMoSim is composed of a set of layers, eatcy with its own APIl. Models of
protocols at one layer interact with those at a lower (or higher) layer only via these
APIs. This allowseasyintegration of newmodelsinto the simulator by di erent people.
Decomposition of those layersiis illustrated in Figure 5.1. The addition of proposed
protocol to the original structure is emphasizedwith gray shadedboxesin the gure.
An exampleto API callsis givenin Figure 5.2. Given examplecalls are usedto handle
data padkets betweennetwork and MAC layers. Using the rst call in Figure 5.2, IP
protocol requestsa network layer datagram to be delivered in a MAC layer frame.
The secondcall is made by the MAC layer to inform the network layer about a new

datagram arrival.
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void Net worklpSendP acketT oMacLa yer(GlomoNo de* node, Message* msg,
InterfaceldT ype interfaceld, NODE _ADDR nextHop)

void Net worklpReceiv ePacketF romMacLa yer(GlomoNo de* node, Message* msg,
NODE _ADDR lastHopAddress)

Figure 5.2. An exampleto API calls betweenlayersin GloMoSim

GloMoSim simulation engineis constructed using Parsec,which has a message
basedapproad to discrete-eent simulation. In Parsec,physical processesre modelled
by simulation objects calledentities. GloMoSim usesParsecertities to bethe partitions
of the terrain to be simulated. Although current distribution of GloMoSim (version
2.02) doesnot support partitioning, the parallel executionfeature provided by Parsec
may be usedto distribute simulation of terrain partitions to di erent computersin the
future. This would allow GloMoSimto scaleto a considerablyhigh number of nodesin
simulations. Everts of the simulation are represetted by transmissionof time-stamped

messagesvithin or amongcorrespnding ertities.

An initialization ertity, called driver, exists in GloMoSim and is functionally
similar to the main function of a program written in C. Parseccalls and ertities are
converted to valid C codesby the Parseccompiler (pcc), beforeall the simulation code
is compiledwith a genericC compiler(e.g.,gc for Linux). In GloMoSim, parsecsource

les have lename extensionsof .pc beforethey are compiled.

There are many wirelessprotocols and models supported by GloMoSim. Many
of them are implemerted by GloMoSim dewelopmern team and the rest comesfrom
various sourcegmainly from the dewelopers of that speci ¢ protocol). Thosecurrenly

available protocolsand modelsfor GloMoSim are listed below:

Application : Telnetand FTP (both usingTCPLIB), CBR (Constart Bit Rate),
HTTP (using pre-collectedbehaviors), Web Phone, Web Cading?*

Transport : TCP (FreeBSD),NS TCP (Tahoe), UDP, DBS satellite models
Multicast Routing : ODMRP, CAMP?!, AMRIS?!, AMRoute!, AST?, DVMRP?
Unicast Routing : Distributed Bellman-Ford, Flooding, Fisheye, AODV, DSR,



Table 5.1. GloMosim directory structure

Directory Name Contents

(relativ e)
/bin simulation executable,input and output les
/doc includes documertation
f/include commoninclude les
/main contains the basic framework design
/scenarios cortains various sample con guration topologies
fja va_gui cortains code for java visualization tool
Iteplib cortains TCP application communication patterns
/radio cortains code for the physical layer
/mac contains code for the MAC layer
/net work cortains code for the network layer
[transp ort cortains code for the transport layer
/application cortains code for the application layer

DSDV, OSPF, WRP, LAR, NS-DSDV, DREAM !, MMWN ?
MA C: CSMA, FAMA, MACA, IEEE 802.11,MACA-W1

Radio : DSSSRadio with or without capturing feature
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Propagation : Free Space,Rayleigh, Ricean, 2-Ray, SIRCIM, External Path-

LossTraceFiles

Mobilit y: Random Drunken, RandomWaypoint, ECRV?, Group Mobilit y*, Ex-

ternal Mobility Trace Files

5.1.1. Organization of Directories

GloMoSim distribution re ects the layered structure of the simulator. Table 5.1

givesthe directoriesand their cortent classi cations asthey are found in the distribu-

tion. In the table and for the rest of the text, directory and lenames are givenrelative

to the GloMoSim installation path, and the name of the main installation directory is

always omitted.

INot implemerted by the simulator developmert team
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...from the le include/api.h

struct glomo _node_str f

NODE _ADDR nodeAddr; /* the network address of the node */

int numberRadios;

int numberinterfaces;

GlomoProp *propData; /* propagation information */
GlomoRadio* radioData[MAX_NUMRADIOS]; /* radio layer information */
GlomoMac* macData]MAXNUMNTERFACES];/* mac layer information */

GlomoNet work networkData; /* network layer information */
GlomoT ransp ort transportData; /* transport layer information */

GlomoApp appData; /* application layer information */

gGlomoNo de;

Figure 5.3. An excerptfrom GlomoNode structure de nition

5.1.2. Representation of Layers

An important data structure in GloMoSim is GlomoNale, which represets hosts
in the network. Rest of the protocol and model related structures (other than some
global structures for simulation maintenance)are embeddedin GlomoNode structure.
This structure is organizedto include ead node's own stadk of protocols (its param-
etersand statistics). The nodeAddr eld of the structure constitutes the unique node
identi er, usedthroughout the simulation code to refer to a speci ¢ node instance.
An excerpt from the structure is given in Figure 5.3. Eadh layer in the GlomoNode
structure has its own data structure (e.g., GlomoMac or GlomoNetwork) to repre-
sent correspnding protocols. To provide a further insight, the GlomoMac structure
in the GlomoNode de nition is expandedin Figure 5.4. Sud layer structures usually
homepointers to the structures of speci ¢ protocols,layer statistics and details of layer

medanisms.

5.1.3. Messages and Events

In GloMoSim, messagetravel betweenlayersof a given node or betweenlayers of

di erent nodes. In terms of their functions, following categorizationis true for messages
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...from the le include/mac.h

struct glomo _mac _str f

MA C_PR OTOCOL macProtocol;

int interfacelndex;

int bandwidth;

int radioNumber;

BOOL macsStats;

BOOL promiscuousMode;

clocktyp e propDelay;

void *macVar;

gGlomoMac ;

Figure 5.4. An excerptfrom GlomoMac structure de nition

in GloMoSim:

Non-P acket Messages:. Messageghat are usedto indicate everts. They are
usedbetweenlayers (e.g., channel sensedusy messagdrom radio to MAC layer)
and within layers (e.qg., timers)

Packet Messages: Actual padets (e.g., IP datagrams) that evertually will

appear on the wirelessmedium.

In order to createa messageits parametersshould be set accordingly Parametersof

a messageare listed as:

Destination : Destination node ID, target layer in the destination node, protocol
at that layer (if applicable), interface for that protocol (if applicable)

Event Type: A unique ewert iderti er

Message Info : A customizableareato carry requestedinformation

Payload : Actual data that the messagéasto carry

Curren t Header Position : A pointer to the current headerof the message

To clarify the use of messagesn GloMoSim, a non-padket messageexample(a timer
evert within MAC layer) and a padket messagexample(a MAC layer frame to radio
layer) will be given (assuminglEEE 802.11protocol is the objective). Although ex-

amplesare selectedfrom 802.11protocol of MAC layer, the samemethods of message
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/* First, a messagevariable is declared */

Message *newMsg;

/* Then, its owner node, destination layer, destination protocol and event type is set */
newMsg= GLOMO _MsgAllo c(node, GLOM®IAQ AYER, MACPROTOC@0D2. 11, MSGVACTimerExpired);

/* Here, MACinterface of the messageis set */

GLOMO _MsgSetinstanceld  (newMsg, M802->myGlomoMac->interfacel ndex);

/* A custom size info space is reserved into the message*/

GLOMO _MsgInfoAllo c(node, newMsg, sizeof(M802->timerSequen ceNumbe)) ;

/* Then the reserved info space is filed with the desired custom information */

*((int*)(newMsg->info)) = M802->timerSequenceNurer;

/* Finally the messageis scheduled to be sent to the destination node
after a timerDelay amount of time */
GLOMO _MsgSend (node, newMsg, timerDelay);

Figure 5.5. Scheduling a self-timer evert within the MAC layer

processingare applicable for the layers above or below.

Sdeduling a timer ewert within the MAC Layer is illustrated in Figure 5.5.
A messagevariable of type Messageis declared and its parameters are set using
GLOMO _MsgAlloc and GLOMO MsgSetinstaneld calls. Then a special information
that will be usedwhenthe timer expiresis enbeddedinto the info eld of the message.
Finally the timer messagas sdeduledfor delivery by using GLOMO_MsgSendcall.
The timerDelay parameterspeci ed in the call determinesthe time that the timer will
goo, meaningthat the destination layer (samelayer for this example)is honoredwith
the messageFor this simpletimer messagexample,payload portion of the messages
not allocatedand used. In orderto handlethe event stheduledin Figure 5.5, MAC layer
evert handling code should be expecting an evert of type MSG_MAC _TimerExpired.
Evert handling routines for eat layer are registeredto GloMoSim and whene\er there
isamessagéeo be processedsLOMO _CallLayer function extracts the target layer from
the messageThen, the target layer evert handling routine is triggered. A code snippet

from the 802.11protocol evert handling routine is givenin Figure 5.6to show how this
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void Mac802 _1lLa yer(GlomoNode*node, int interfacelndex, Message *msg) f
switc h (msg->eventType) f

case MSGMACTimerExpired:

Mac802 _11HandleTimeout (node, M802);
case MSGMACTimerExpired _PCF:

Mac802 _11HandleTimeout _PCF (node, M802);

9
GLOMO _MsgF ree (node, msg);

Figure 5.6. Handling a timer evert within the MAC layer

processings done.

Similarly, preparinga MAC frame (802.11frame for the example)out of the node
is illustrated in Figure 5.7. A messagas allocated and expandedto be a padet by
GLOMO _MsgPacketAloc call. After the MAC protocol headeris addedto the padket,
it is sert out of the layer destinedto the radio layer via StartTransmittingPacketcall.
Handling of padket messagesire realizedin the correspnding layers padet handling
functions. Upon receptionfrom a padket from radio layer, for example,802.11protocol
padket handling routine Mac802 11ReceivePacketiFomRadio is triggeredfor the further
handling of the arriving padket. An illustrativ e excerpt from this routine is given in

Figure 5.8.

Although it is possibleto sendany messagdo any node and any layer therein,
padket messagesnust follow the usual track through the layered designof the simu-
lation architecture. For example,under normal circumstances,network layer have to
interact with the API provided by the MAC layer to sendout a datagram encapsulated
in a MAC frame. Therefore, the network layer must not usethe calls that preparea

MAC frame and sendthe messagalirectly to the radio layer.
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/* First, a messageto hold the packet is allocated */
Message *pktToRadio = GLOMO _MsgAllo c(node, 0, 0, 0);

/* Then, packet header information is prepared */
hdr.frameType = M80211_DATA,;

hdr.sourceAddr = node->nodeAddr;

hdr.destAddr = destAddr;

/* Here, a MACframe is allocated into the packet and filled with information */
GLOMO _MsgP acketAllo c(node, pktToRadio, topPacket->packetSize);
memcp Yy (pktToRadio->packet, topPacket->packet, topPacket->packetSize)

/* MACframe header is allocated and prepared header is placed into */
GLOMO _MsgAddHeader (node, pktToRadio, sizeof(M802 _11FrameHdr));
memcp y (pktToRadio->packet, &hdr, sizeof(M802 _11FrameHdr));

/* Then the packet is sent for transmission */
StartT ransmittingP  acket (node, M802, pktToRadio, M80211 DIFS);

Figure 5.7. Preparing and sendinga MAC frame to radio layer

5.1.4. Operation of Network Layer

Understanding GloMoSim network layer and its internal designis vital for two
important reasons.First, many of the protocolsavailable for ad hoc networks deal with
the routing of padetsin the network. GloMoSim network layer is the placewherethose
routing protocols are invoked to function. Secondand the more important reasonis
related to our protocol proposal. The simulation code of the protocol componerts is
attachedto the network layer and doesnot useany of the existing protocolsabove the

network layer.

Currently, GloMoSimhasonly oneoption asa network layer protocol, which is the
well-known Internet Protocol (IP). In the simulation, the proposedad hoc networking
protocol receivesthe padet delivery servicefrom the network layer, not directly from
a data link and MAC layer protocol (i.e., IEEE 802.11). The basic motivation behind

this is to keepsimulation code independent from the underlying MAC layer protocol
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void Mac802 _11Receiv ePacketF romRadio (GlomoNode*node, Message*msg) f

if (hdr->destAddr == node->nodeAddr)
switc h (hdr->frameType) f
case M80211_RTS:

case M80211_DATA:

g
else if (hdr->destAddr == ANYDEST)
switc h (hdr->frameType) f
case M80211 DATA:
Mac802 _11Pro cessFrame (node, M802, msg);

Figure 5.8. Handling a MAC frame from radio interface

type. By using network layer primitiv es for padket delivery purposes,the simulation
code needsno changeif di erent MAC layer protocolsare to betestedfor performance.
It shouldbe emphasizedhat, other than beinga simple payload carrier, IP protocol is
not usedfor any other purposessud asrouting. In this senseusingIP asthe protocol
padet carrier doesnot cortradict with “an underlying data link protocol is su cien t'

assumption,givenin Section4.1.

Figure 5.9 provides an overall look to the GloMoSim network layer and the API
betweenthe neighboring layers. Figure summarizeghe API callsthat invoke ead layer
in both directions (i.e., a padet arrival from MAC layer, and a packet departure from
transport layer). Basically, network layer processesrriving framesfrom MAC layer to
construct completelP datagrams. Accordingto the IP protocol number suppliedin the
datagram (de ned IP protocol numbers are found on include/nwcommon.h), delivery
is made to the correct upper transport layer handling function (currently, UDP or
TCP). If the arriving IP datagram is not destinedfor the host that is processingthe
padet, a routing action is taken. There are three possibilitiesin routing an IP padet.

The node under considerationmay have a registeredrouting function, meaningthat a
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Figure 5.9. GloMoSim network layer and its API to neighboring layers

routing schemehas beenselectedin simulation con guration le sud asDSR, AODV
etc. Then this IP padet is given to the registeredprotocol routing function and the
value from this routing function is chedked. If routing hasbeendone, no further action
is taken. If routing could not be doneby the protocol routing function, or the node has
no speci ed routing protocol, the padet is chedked to seeif it hasan IP sourceroute on
the IP options eld. If a sourceroute is found, the standard IP sourcerouting is done
for the padet (i.e., the next hop towards destination is extracted and the padet is
forwarded along the destination via this next node). Otherwise, the routing is realized
accordingto the static IP routing table kept at the node (if an erntry is found for the

destination). The operation of network layer is given in Figure 5.10asa o wchart.

Designof the implemerted protocol elements in the simulation is closelyrelated
to the operation of network layer. Communiation Agent of the protocol acts like a
registeredrouting protocol and interceptsthe protocol padkets that travelsin IP data-
grams,if the nodeis con gured to run the proposedad hoc networking protocol. After
intercepting protocol padets at the network layer, they are processedand forwarded
to other agens as explainedin Chapter 4, without further interaction with existing

componerts of the simulator in upper layers (e.g UDP, TCP, transport).
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Figure 5.10. GloMoSim network layer operation

5.1.5. Addition of a New Proto col

In order to add a new protocol or layer to the GloMoSim, a main data structure
and three group of functions are to be implemerted and interfaced to the currertly

available code skeleton.

First, the data structure for the speci c protocol should be implemerted. This
structure should be designedto hold internal data structures of the protocol, states of
the protocol and statistics of the protocol. Upon arrival of a messagethe node must
be able to determinewhat to do by only looking at the messageand current snapshot

of this protocol data structure.

An initialization function is necessaryto prepare the protocol data structure

beforethe simulation starts (e.g., to resetalgorithm courters or to initialize statistics
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data structures). This initialization function should be interfaced into the necessary
layer handler of the available simulation code sothat it isinvoked (from main/glomo.pc)

ewery time the simulation starts.

Eventhanding functions arethe mostimportant functionsthat haveto beimple-
merted. Thesegroup of functions will act upon arrival of various ewvers (e.g protocol
timers, lower or upper layer messagesand padets. Algorithms of the added proto-
col should be implemerted in the scope of these functions. In general,two of those
functions, main eventhander and main packethander are to be interfacedinto the

simulation code of the appropriate layer.

A nalization function is also necessaryfor every newly implemerted protocol.
Finalization function collectsthe statistical information kept at the protocol main data
structure, processesand outputs them to the main statistic output le (glomo.sta.
Finalization functions for all protocols are invoked at the end of the simulation in
the sameway of the initialization functions. Therefore the implemeried nalization

function must alsobe interfacedinto the available simulation code.

To easehe job of implemerting newprotocolsinto the simulation software, empty
protocol templates are preparedto be lled in the current distribution of GloMoSim.
In the directories of appropriate layers, les starting with “user' can be usedfor this
purpose (e.g., appliation/user _application.pc, network/user_nwip.pc). The template
functions residingin those les have already beeninterfacedto the necessaryplacesin
the simulation software and are very usefulin understandingthe simulation software

medanics.

5.2. Implemen tation of Prop osed Proto col Simulation

The medanismsprovided in Chapter 4 are implemerted and integrated into the
simulation software, keepingthe proposedstructural designas much as possible. The
integration of componerts into the GloMoSim layered stad is illustrated in Figure 5.1

on Page65. Implemerted protocol componerts arefound in the les network/semarp.c
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Table 5.2. Resultsof di erent XML compressionor encaling methods

Metho d File Size (in bytes)
Original (not processed) 227
gzip compression 207
XMill compression 218
Custom encading 111

(communication, routing and serviceagens) and transprt/semasm.x (sessionman-
ager). There are also various application implemertations residing in application di-
rectory with namessemachbr_client.pc and semacbr_server.g, semavbr_client.pc and
semavbr_server.[g, semaprinter _client.pc and semaprinter _server.jt. Applications

are coveredin more detail in Section5.3.

5.2.1. XML Pro cessing

E cien t represetation of plain text human readableXML instancesis important
for the proposedprotocol sincethose instancesoccupy spacein protocol padckets. For
the purpose,someof possibleXML compressiorand encaling options have beentested
during simulation implemertation. Tested methods are gzip compression[73], XMil |
XML compressiori74], and a customenading. The customencaling wasdoneby sim-
ply assigningone letter for eat tag and attribute name(rst letter of the original tag
and attribute, if not taken) appearingin the XML le (all white spacesare collapsed).

Therefore,a pre-determinedencaling table is necessaryfor the purpose.

For a typical host XML instance, tested methods resulted in the le sizesthat
are summarizedin Table 5.2. It is obvious that compressionrmethods performed poor
(sinceinstancesare quite smallin le size)and custom encaling has beenfound suc-
cessfulwhencomparedto others. Therefore,instancesare usedencaled by this custom
encaling in the simulation implemertations. Further discussionon e cient XML rep-
resetiation is found in [75. The original version and custom encaled version of a

typical host instanceis given in Figure 5.11to clarify the encaling process.
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ORIGINAL VERSION

< mobileHost phyAddress="A3:55:4F:C3 :64: B4">
< battery type="NiMh" maxCapacity="450">200< =battery >
<security level="high" >
< publicKey id="00" algorithmName="RSA" length="32">110...00 < =publicKey >
< =security >
< =mobileHost >
ENCODED VERSION

<mp="A3:55:4F:C3:64:B4" >< b t="NiMh" m="450">200< =b>
<s I="high" >< p id="00" a="RSA"I[="32" >110...00 < =p>< =s>< =n»

Figure 5.11. A typical host XML instanceand its encaled version

For an e cient simulation code, host and service XML instancesare kept in
data structures named hostinstan@ and servielnstane. They are de ned in net-
work/semarp.h When an XML parsing takes place, the result is kept in a suitable
instance structure to save time on future referencegdo the sameXML instance (XML
instancesare usually referencedmore than once). Therefore, all other data structures
keep XML instancesas correspnding host or servicestructure instances. Whene\er
necessary XML versionis neededto be put in protocol padkets), an XML instanceis

constructedbad from its structure instance.

In the simulation implemertation, XML validation and parsing has been done
by making use of Expat [76], which is an XML parserlibrary written in C. Expat is
a stream-orierted parserin which the user registershandlers for various occurrences
the parsermight nd in the XML documen (like start tags). Expat library sourceis
compiledwith the simulator code and linked againstthe simulation object les. Expat

source les residein exmat directory of simulation software.

5.2.2. Comm unication Agent

Communiation Agent of the protocol providesindependencdrom the underlying

link layer connectivity primitiv es. Sincethe simulation designis madeusing IP data-

gram payloadsasthe protocol padet carrier (SeeSection5.1.4for this discussion),un-
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...from the le network/nwip.pc

static void Pro cessPacketF orMeF romMac (GlomoNode*node, Message *msg)f

Net worklpRemo velpHeader (node, msg, &srcAddr, &dstAddr, &prior, &lpProto, &ttl);
switc h(IpProto) f

case |IPPROTQUDP:
ipLayer->stats.numPacket sDelive redToThisNode+t;
ipLayer->stats.delivered PacketTtlTo tal += ttl;
SendT oUdp (node, msg, prior, srcAddr, dstAddr);
case |IPPROTDSR:
RoutingDsrHandleProto colP acket(node, msg, srcAddr, dstAddr, ttl);
case |IPPROTGEMARP:
RoutingSemarpHandleProto colP acket (node, msg, srcAddr, dstAddr, ttl);
default :
Net worklpUserHandleProto colP acket(node, msg, IpProto, srcAddr, dstAddr, ttl);

Figure 5.12. The trap code intercepting SeMA padkets from IP payloads

derlying data link layer independencyhasbeenachieved already Thereforein the sim-
ulation, communication ageri can be seenasthe simpletrap code in network/nwip.pc
which forward IP datagramswith protocolnumber IPPROTO_SEMARP' to the padket
handler in network/semarp.g. From this point on, the padket is either in the hands
of routing agent or serviee agent The code excerpt for this processingis given in
Figure 5.12.

5.2.3. Routing and Service Agents

Simulation of Routing Agent and Servie Agent of the proposedprotocol are im-
plemerted in network/semarp. le. The evert and padet handler functions residing
in the le are invoked from the network layer of the simulator upon arrival of an IP
padket with protocol number IPPROTO_SEMARP or upon arrival of a non-padet
messaggSeeSection 5.1.3 for messagdypes) with one of the ewerts (if destinedfor

routing or serviceagens) listed in Table 5.3. The ewents listed in table are presened
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Name and Explanation of Messages

MSG_NETW ORK_SEMARP _EXPAND _LOOKUP

Timer messagdo retry lookup with one step expandedring

MSG_NETW ORK_SEMAAPP _-TO _SEMARP _START _.LOOKUP

Indication from application to start looking for a service(to Service Agent)

MSG_NETW ORK _SEMAAPP _TO _SEMARP _-OFFER

Indication from application to start o ering service(to Service Agent)

MSG_NETW ORK_SEMASM_TO _SEMARP ROUTE _PACKET
Requestfor routing a SeMA padket (from SessionManager to Routing Agent)

MSG_TRANSPORT _SEMASM_SERVE .DEPARTURE -QUEUE

Indication of processingneedat the SessionManager Departure Bu er

MSG_TRANSPORT_SEMASM_TIMEOUT _SESSION

Timer messagdo processa sessionthat is inactive for a long time

MSG_TRANSPORT _SEMARP _-TO _SEMASM DELIVER _PACKET

Indication of an unseendata packet (from Routing Agent to SessionManager)

MSG_TRANSPORT _SEMAAPP _TO _SEMASM_START _AUTO _SESSSION

Indication from application of a non-interactive sessiondata (to SessionManager)

MSG_TRANSPORT _SEMAAPP _TO _SEMASM_MANUAL _SESSSION

Indication from application of an interactive sessiondata (to SessionManager)

MSG_APP _SEMARP _-TO _SEMAAPP _SERVICE _STARTED

Con rmation from Service Agent of successfulkerviceo ering start (to application)

MSG_APP _SEMARP _-TO _SEMAAPP _FOUND _SERVICE

Con rmation from Service Agent of successfuldiscovery of a serviceinstance (to application)

MSG_APP _SEMARP _-TO _SEMAAPP _LOOKUP _TIMEOUT

Indication from Service Agent of an unsuccessfuldiscovery attempt (to application)

MSG_APP _SEMASM_TO _SEMAAPP _QUEUE _FINISH

Indication from SessionManager of a successfulsessiondata processing(to application)

MSG_APP _SEMASM_TO _SEMAAPP _HAPPY _END

Delivery from SessionManager of a new arriving sessiondata (to application)

MSG_APP _SEMASM_TO _SEMAAPP _.TOSERVER DELIVER Y

Indication from SessionManager of a successfuremote data delivery (to application)

with their names,destination agens and intended meanings. Theseand other simula-

tion ewerts are de ned in include/structmsg.h le.
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...from the le network/semarp.h

typedef struct glomo _network _semarp _str f
BOOL semarpStatsEnabled;
int nextAvailableServiceTInde x;
int nextAvailableLookupSequen ceNumbe;
SEMARP _ServiceT able serviceTable;
SEMARP _Buer buffer;
SEMARP _SessionCac he sessionCache;
SEMARP _Lo okupCac he lookupCache;
SEMARP _Stats stats;
SEMARP _Hostinstance  mylnstance;

g GlomoRoutingSemarp

Figure 5.13. De nition of the protocol main data structure

Within the implemertation residing in network/semarp.h le, protocol main
data structure GlomoRoutingSemarp protocol padcet structure SEMARP _Packet and

statistics data structure SEMARP_Stats are de ned.

GlomoRoutingSemarpis a composite data structure including many other def-
initions of structures (e.g., servicetable, sessioncade etc.) that are explained in
Chapter 4. De nition of this main structure is given in Figure 5.13 and de nitions of

other structures therein can be found in le network/semarp.h

Protocol padket structure is explainedin Section4.3 and de ned as illustrated
in Figure 5.14 for the simulations. The constarts usedin de nitions also appear in

network/semarp.h le.

Statistics related to the particular routing agert and serviceagert of a node are
kept in SEMARP_Stats structure. Thesevariablesare updated in various parts of the
routing and serviceager codes,recordingthe e ect of the current state of simulation.
The namesof the statistics variablesand their purposesare listed in Table 5.4. These
variables are printed out to the glomo.stat statistics output le at the end of the

simulation.
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...from the le network/semarp.h

typedef struct f
SEMARP _PacketT yp e pktType;
NODE _ADDR clientld,;
long int sessionld;
long int sequenceNum;
BOOL lastFlag;
BOOL lostFlag;
clo ckt yp e twOfServicelnst;
short routeHopCount;
char hostsOnRouteXML[SEMARRAXSOURCROUTEENGTH][SEMARPAXHOSTXMLLENGTH];
int payloadSize;
g SEMARP _Packet _Hdr ;

typedef struct f

SEMARP _Packet _Hdr header;

char payload[SEMARBMAXPAYLOABIZE];
g SEMARP _Packet;

Figure 5.14. De nition of the protocol padket

In the implemertation residingin network/semarp.ix, functions that realize fol-
lowing actions are found: agert initialization/ nalization, protocol evert handling,
padket routing, link layer error handling, padet initiating, handling, relaying (an-
nouncemenh lookup, lookup reply), servicetable managemet) sessioncadie manage-

mert, route healing, XML generatingand parsing, and timer managemen

5.2.4. Session Manager

The sessionmanagerimplemertation of the simulation realizesthe functionality
explainedin Chapter 4 for non-interactive services.Implemeration of sessiommanager
is found in le transprt/semasm.pc. Recalling Figure 5.1 on Page 65, routing agen

delivers cleanand unseenprotocol data padets to the sessiormanager.

The event handler of the sessionmanageris responsible from dealing with the
non-padket messages Table5.3 on Page5.3that are destinedto the session-manager.

Basically, sessiormanagersimulation implemertation homesfunctionsto fragmen and
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Table 5.4. Routing and ServiceAgert statistics variables

Name and Purp ose of the Statistics Variable

numsServielLookupsSent:

Total number of servicelookup padkets transmitted

numsServiceLookupsReceived:

Total number of servicelookup requestsreceived

numsServieLookupsAnswered:

Total number of servicelookup requestsreplied with a suitable service

numsServieLookupsRelaye:

Total number of servicelookup packets relayed to other hosts

numsServiceLookupRepliesReceived:

Total number of servicelookup replies received

numsServiceLookupRepliesRecorded:

Total number of servicelookup replies recordedto servicetable

numServiceAnnouncementsSent:

Total number of serviceannouncemen padkets transmitted

numServiceAnnouncementsReceived:

Total number of serviceannouncemen received

numsServieAnnouncementsRelayed:

Total number of serviceannouncemen relayed out

numServiceAnnouncementsRecorded:

Total number of serviceannouncemeits recordedto servicetable

numSemaPacketsDelived:

Total number of padkets deliveredto this node

numLinkBr eaks:

Total number of padkets lost due to wirelesslink unavailabilit y

numHealedRoutes:

Total number of padkets re-sent with updated routes

padetize the submitted data from the application, trigger servicelookup and initiate
a non-interactive session.For thesepurposes,depending on the sessiontype (whether
an inbound, or outlound session),an arrival or departure bu er is maintained. Main
data structure for the sessiormanageris a sessiontable The important elemerts of a

sessiortable erntry are givenin Figure 5.15.
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...from the Ile transport/semasm.h

typedef struct SEMASM _SessionT able _Elemen t f
long localSessionld;
long localApplicationld;
SEMASM _SessionT yp e sessionType;
SEMASM _Departure _Buer departureBuffer;
SEMASM _Arriv al _Buer arrivalBuffer;
NODE _ADDR remoteAddr;
int boundServiceTablelndex;
long remoteSessionld;
long lastPacketSequenceNo;
long numOfBytes;
long numOfPackets;
long numOfDuplicates;
long totalNumOfHops;
BOOL lastPacketArrived,;
BOOL sessionActive;
BOOL sessionTimedOut;

struct SEMASM _SessionT able _Elemen t *next;
g SEMASM _SessionT able _Entry ;

Figure 5.15. An excerptfrom sessiortable de nition

Via the statistics variable kept and the nalization function registered, session
manager has the ability to provide the following statistics to the user (per session
based):

Number of received protocol padets from the routing agert

Number of received protocol padkets from the routing agen aslost (lost ag set)
Number of received protocol padets from the routing ager as duplicate

Total number of bytes submitted by the application for delivery

Total number of bytes received for the session

Sessiorduration

Averagethroughput

Minimum, maximum and averageend-to-enddelay

Sessiorstatus (termination not received, incomplete,completeetc.)
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5.3. Implemen ted Applications

To be usedin the experimerts for performanceevaluation, applications that use
the proposed protocol are deweloped and implemerted into GloMoSim. The exper-
iments designedwith these applications are explained in Section 6.4. The realized

implemenations fall into printing, CBR class and VBR class application categories.

5.3.1. Prin ting Application

Printing application implementation consistsof two componerts. They areprinter
sener (residing on semaprinter _server.ic le in appliation directory) and printer

client (residing on semaprinter _client.pc le in application directory).

Functionally, printer sener o ers the printing servicethat is speci ed in the simu-
lation application con guration input le (app.onf) via the 'SEMA OFFER' directive
(SeeAppendix B for a detailed example). The sener then acceptssessionortain-
ing printing requestsof clients that successfullydiscoreredthis printing serviceon the
host. Arriv al of the completenon-interactive sessiordata is assumedo be a successful

printing of a le.

Printer client usesthe primitiv esprovided to discover a printing servicespeci ed
in the application con guration input le. The required printer speci cation is given
with "SEMA ASK' directive (asa serviceXML instance)and within this directive, there
exists also the name of the le that is to be printed. The lename is given relative
to the les/printer directory and the non-interactive sessiondata sizeis determined
accordingto this given le to be printed. No retransmissionfacility is implemerted in

the printer client application.

5.3.2. CBR Class Applications

CBR (Constart Bit Rate) applications o er a constari ow of data to the net-

work of concern. CBR classof applications are implemented with the idea of "'more
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applicationsbelongingto this classmay be integratedinto the simulation in the future'
in mind. As a genericCBR application, current implemertation allows usersto specify
application sessionduration (in terms of time or item cour), item sizes(in bytes)
and item inter-departure times. CBR application, similar to the printing application,
consistsof a serviceo ering CBR sener (semacbr_server.t) and a serviceinitiating

CBR client (semacbr_client.pc).

As an application instancebelongingto CBR application class,voice over SeMA
(VoSeMA) has also beenimplemerted. Using this application, determined pairs of
hostsmay run voice sessionsghat are either encaledin G.723.1(high quality) or G.711
(medium quality). More information on voice encaling using theseand other formats
are given in [77]. While corverting codec rates to CBR units (payload size, padket
per secondetc.), information provided in [7§ is used and Voice Activity Detection
(VAD) hasnot beentaken into accourt. Theserate information can be found in le
semachbr_client.h. In the con guration le, VoSeMAclient speci es which host to call
and the codecto be used. For a probablevoice sessiorto take place,the intended host
should have announceda VoSeMA serviceand the client should have discovered the

VoSeMA serviceon that intended host.

5.3.3. VBR Class Applications

VBR (Variable Bit Rate) applicationso er data ow to the network in a time-
varying manner. Similar to CBR application implemertation, VBR application imple-
mertation allows integration of di erent applications belongingto this class. Varying
data ow to the network at the VBR client implemertation (residingin semavbr_client.pc
le) is achieved by setting application timers for ead successie paket. VBR sener
(residing in semavbr_server.c le) is only responsible from o ering the VBR service

and keepingstatistics about the available remote parties.

The implemerted application instancebelongingto VBR classis a video stream-
ing service. Using this application, determined pairs of hostsmay bene t from a video

stream servicewhich actually transmit MPEG-4 encaded streamsfrom Star Wars IV
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movie. The traces are from Telecomnunication Networks Group of Tednical Uni-
versity of Berlin. Details of traces and encaling processare explainedin [79]. The
trace le TerseStarWarslV_10.14.18.dat is usedto generatevideotrac and canbe
found in les/vide o directory. For a probable video streaming sessionto take place,
the intended host should have announceda videostream serviceand the cliernt should
have discoveredthe serviceon that intendedhost. In the application con guration le,
video serviceclient speci es the duration of streaming (up to sixty minutes of video
data is available in trace les), nameof the streamdata (i.e., movie) and the encaling
used(i.e., MPEG-4).

5.4. Use of Simulator

GloMoSimcompilation is assistedby a "Make le' residingin main directory of the
sourcehierardhy. After compilation (parsecand genericC-compiler phases) simulation
binary, glomosim is found in bin directory. Simulation binary is invoked with one pa-
rameter, which is the simulation con guration input le. By default, the con guration

le is namedcon g.in and found in bin folder.

The con g.in  le homesdirectivesfor simulation related settings. They are clas-

sied as:

General Simulation Parameters(number of nodes, terrain size, node placemer
strategy)

Mobility (model usedand its parameters)

Radio and Propagation Model (frequency fading power thresholdsetc.)

MAC Protocol

Routing Protocol

Transport Protocol

Application (name of external application con guration le)

Statistics and GUI options (enabling/disabling speci c layer statistics)

An excerptfrom a samplecon g.in le is givenin Figure 5.16. The possibleexternal
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Figure 5.16. An excerptfrom a samplecon g.in le

les that may be found in a con guration le are node placement le (if eat node's
initial position will be provided externally), mobility trace le (if ead node's mobility
traceswill be provided externally), path losstrace le (if path lossdata will be provided

externally), and application con guration le .

Application con guration le includesdetails about the applicationsthat will be
setduring the simulation. It homesdirectivesspecifyingnode number, application start
time, duration etc. The format adopted for the applications explainedin Section5.3
is summarizedin the following two paragraphs. Further explanationsof the format of
the application con guration les can be found ascommerts in respective application

con guration les.

The directive to o er a servicefrom a given node is 'SEMA OFFER' and use of
this directive is asfollows:
SEMAOFFER provider > <start time> <valid until > <serviceXML>

where,
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<provider >: is the node addressof the node on which the servicewill be an-
nounced

<start time>: isthe time at which the servicewill be announced

<valid for >: is the time interval during which the servicewill stay available (0
meaningtill the end of the simulation)

<serviceXML>: is a valid and well-formed (conforming to Serviee Schemadocu-
merts) serviceXML instanceto be announced,terminated with a

j' (pipe) character

The directive to look for and usea servicefrom a given node is 'SEMA ASK' and
useof this directive is asfollows:
SEMAASK<client > <start time> <serviceXML>

where,
<client >: is the node addressof the node on which the serviceis requested

and to be used

<start time>: isthe time the serviceis requested

<serviceXML>: is a valid and well-formed (conforming to Serviee Schemadocu-
merts) service XML instancethat is requestedto be used, termi-

nated with a j' (pipe) character

For the both directives(to o er and askfor a service),other application speci c
details are given embeddedinto the XML instance of that speci ¢ service. A detailed

application con guration le is provided in Appendix B.

After the simulation execution, layer statistics are written to le glomo.stat per
node basis. Further analysison the results are obtained by processinghis le residing

in bin directory.
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6. EXPERIMENTS AND RESUL TS

In this chapter, we explain our motivation for the realizedsimulation experimerts,
the parametersthat have e ect on the performanceand the oneswe populated as
factors. After de ning someperformancemetrics, details of experimerts are given and

nally the results are presened.

6.1. Motiv ation

Our aim in doing experimerts is basically to prove the conceptof the service
certric approad to be working. If the proof of conceptis found acceptablethe exper-
iments will be usedasthe rst designfeedbak for the choicesmadeon the algorithms
and protocol parameter values. Proposedprotocol has many aspectsto evaluate and

amongthose, we try to focuson the onesthat we believe to be important.

6.2. Parameters

The parametersthat have e ect on the outcomeof the experimerts are classi ed

into the following two categoriesas suggestedn [80].

6.2.1. System Parameters

Systemparametersthat arelisted below have both hardware and software related

items and found to be e ective on the performanceof the proposedprotocol:

Available radio bandwidth

Operation frequencyof the radio equipmen

Radio power (TX/RX power, sensingthresholdsetc.)
Antenna gain of the radio equipmert

Selectionof the underlying data link protocol

o g M w NP

Noise characteristics of the ervironment (thermal, wirelessinterferenceetc.)



91

. Target terrain structure (dimensions,rural, urban, suburbanetc.)

Host distribution on the terrain (number, placemen etc.)

. Mobility characteristicsof the hosts (behavior, speedetc.)
10.
11.
12.
13.
14.
15.
16.

Maximum permitted sourceroute length

Maximum permitted XML instancesizes(for hostsand services)
Servicelookup expandingring properties (start size,step size,timeout etc.)
Serviceannouncemen repetition

Application retries on servicediscovery failures

Application retransmissionfacility

Availability of servicesfor a given servicerequest

6.2.2. Workload Parameters

Workload parametersare related with the o ered load to the proposedsystem

and listed below:

a ~ w0 DD PE

Number of applications o ering a service

Number of applications asking for a service

Number of concurrert sessiongaking place on network

Typesof services(CBR, printing, VoSeMA, videoStreametc.)
Serviceparameters(CBR padet sizeand inter-departure times, printed le size,

VoSeMA codectype and duration etc.)

6.3. Performance Metrics

This sectionprovides a description of the performancemetrics consideredin this

study. Someof the listed metrics are for future referencesand not usedin the presen-

tation of the results. Understanding these metrics are vital to correctly evaluate the

results presened in Section6.5.

The total numter of service instancesrecorded is a metric giving the total number

of ertries found in servicetables of all nodes, at the end of the simulation duration.
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This number givestwo insights. First oneis how successfuthe announcemenrelaying
and recordingmedanismwasin limiting the number of alternativesrecordedlocally in
servicetables. Seconds how mary route alternatives,on average,a node may seeto be
usedin optimization of routesin caseof route loss. This metric should be understood
asa costto be paid in bandwidth (announcemenh padets on the network) and memory

space(recordedertries on the servicetable).

The total number of link breaks is another metric and givesthe number of times
the commnunication ageris were unsuccessfuin nding the next hop speci ed in the
sourceroute generatedby routing agerts. This metric is usefulin ewvaluating the fresh-
nessof the sourceroutes generatedin the network. Every link break is an additional
costthat causesadditional padets to be transmitted in the network (either via route

healingor o oding).

The packetdelivery ratio (PDR) is a rather frequenly usedmetric, stating the
ratio of the padetsthat madetheir waysto destination over all generatedpadkets. It is
an overall performanceevaluation metric, evaluating the protocol asa tool to transmit

all generatedpadkets to their respective destinations.

Average numkber of hops is again a frequerlly used metric in routing. But for
our protocol, this metric also tells about the performance of the service discorery
algorithm in nding the nearestservicepossible,sincerouting is inherertly related to

this property.

Numker of failed servie binding attempts metric summarizesthe performanceof
the architecture in nding at least one suitable service. Howewer, a servicebinding
failure can not be only related to the operation of our protocol (i.e., a suitable service

may be physically unreadable becauseof the current topology).

Servie dismvery latency givesthe performanceof the lookup medanismin terms
of amourt of delay incurred. It is measuredfrom the time the application asked for

the serviceto the time serviceageri returned a suitable discorered instance.
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Throughputand averageend-to-enddelay for successfullyjcompletedsessionsare
classicalperformancemetrics giving the amourt of available bandwidth and su ered

delay for applications.

Numker of suaessfuly completel sessionds a metric that may complemen PDR,

in the sensethat the distribution of padet delivery ratio amongsessionss evaluated.

Ratio of broadast packetsto unicast packetsis a metric that givesan insight on
the amourt of cortention generatedn the wirelessbroadcastnetwork by announcemen

padets and o oded data padets.

Ratio of control packetsto data packetsis a classicalmetric that givesthe portion

of the consumedbandwidth to make the protocol work.

6.4. Exp eriments

Experimerts are createdwith the intention of generatinga realistic scenarioof
ad hoc networking. For this purpose,the target ervironmert is selectedas a campus
eld with di erent characteristic userapplicationsrunning. The xed parametersand

populated factors are chosento re ect an acceptablereal target ernvironmert.

In experimert design, the most of the parameters of Section 6.2.1 have been
xed at values as pessimistas possiblein order to have worst caseresults in that
sense.The xed parametersfor the simulations are given in Table 6.1. In the table,
two of the parametersthat arelisted as xed are not actually separateparametersbut
appears xed asaresult of others. First is the approximate wirelesstransmissionrange
and this parameter value is xed appraximately at (a time varying value dependert
on various simulation conditions) 250 metersas a result of xed transmissionpower,
reception power threshold, fading and pathlossmodel. The secondsud parameteris
the maximum SeMA packetpayload sizewhich is actually determinedby the underlying
MAC protocol frame size(which is IEEE 802.11for our discussion),and sizeof SeMA

padet header(heavily dependern on allowed XML instancesizes).
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Table 6.1. Fixed parametersof the simulations

Parameter Name Fixed Value
Available radio bandwidth 2 Mb/s
Operation frequency of the radio equipmert 2.4 GHz
Radio transmission power 15dBm
Radio reception sensitivity -81dBm
Radio antenna gain 0dBm
Underlying MA C protocol IEEE 802.11
Noise characteristics of the ervironment Thermal Noise Aware/ 290 K
Terrain Pathloss Model Two-Ray
Terrain Fading Model Rician with K factor 5
Approximate wirelesstransmission range 250 meters
Host placement strategy on terrain Variant of Uniform Distribution
Maximum permitted sourceroute length 10 hops
Maximum permitted host XML instance size 50 bytes
Maximum permitted service XML instance size 200 bytes
Maximum SeMA padket payload size 1488bytes
Servicelookup expanding ring start diameter 1 hop
Servicelookup expanding ring step diameter 1 hop
Servicelookup expanding ring retry limit 3 times
Servicelookup expanding ring timeout 300 ms
Application retries on servicediscovery failures 3 times with 1 sec. backo
Application retransmission facility None
Simulation time 5 min

In the target campuservironmert, there are high number of low mobile pedestri-
ans, somebicycle riding mobile usersand few low speedvehicles. The distribution of
sud mobileswith characteristic speedsaregivenin Table6.2andleadusto the average
mobile user speedusedin the baseproblem, which is 3 m/s. Mobility of the usersare
imitated by making useof random waypoint mobility model included in the simulator
(seeSection2.3.1for details of the model). Pausetimes of mobilesare selectedio be 30
secondswhich resenblesthe settling of a userupon reading its intended destination.
During v e minutes of simulation time, mobiles nd enoughtime to pauseand cortinue

their movemers. The results of random waypoint mobile network are comparedwith
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Table 6.2. Distribution of mobile usersand their speeds

Mobile Class and Avg. Speed | Distribution
Pedestrian (2 m/s) % 75
Bicycle Rider (4 m/s) % 15
Vehicle (10 m/s = 36 km/h) % 10
Chosen Overall Average Speed 3m/s

no mobility ( xed network) alternative.

The scenariosunder considerationtake place on rectangleor squareshaped ter-
rains wheremobile hostsare placedusing a variant of uniform placemen. The uniform
placemen of nodes(i.e., ead node placedon a suitable grid intersectionin a determin-
istic manner)is modi ed asfollows. Simulation areais divided into a number of square
shaped cells. Except for the 25 host scenario,cellsare placedto form a[10cel 5 cell]
structure, wheren is the number of hostsin the simulation. Within ead cell, a node
is placedrandomly. Cell dimensionsare selectedcarefully, not to causea partitioned
network at the beginning, and not to causea highly connectednetwork. For this rea-
son, the node density, , is de ned to be the averagenumber of wirelesstransmission

neighbors of a given host. Assumingideal circular transmissionshapes, is given as:

= (6.1)

wherer is the wirelesstransmissionrange of the host, and a is the dimensionof a cell.
For the basescenario,50 hostsare placedto a terrain of (1850m * 925m) with eat
cell sizebeing 185m. The node density, , is approximately 5.7 for this basescenario.
In order to eliminate the e ect of workload increaseand only obsene the scalability,
the variations on the terrain sizeis done with keepingthe approximately same.
The variation of terrain dimensionsfor the simulations are illustrated in Figure 6.1
with their cell structures. To avoid a corridor-like simulation area, which may cause
unrealistic movesof mobiles,[10cell {5 cel] structure is not usedfor the 25 host case.
Instead, the terrain is selectedto be a squareshaped areaof (925m * 925m), keeping

appraximately in the samerange.
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Figure 6.1. Simulation terrain dimensionsand placemen cells

Applications that are implemerted for simulations may be usedin many conbi-
nations to introduce workload to the system. There are v e classesf servicesto be
selectedwith various internal parameters. They are printing, generic CBR, generic
VBR, VoSeMA (voice over SeMA), and video streaming. To easethe factorization of
workload parameters,two application scenariosare designedto be a reasonablemix-
ture of these applications, trying to re ect the real trac of a campusernvironmert.

Thesetwo application scenariosand their parameter details are givenin Table 6.3.

For the application scenariosgiven in Table 6.3, hoststhat provide and ask ser-
vices are randomly selectedand do not changefrom one test to another. Howeer,
as the uniform placemen strategy placesnodesdi erently for di erent terrain sizes,
the starting topology for applications change unavoidably. The requesttimes of ser-
vices are again randomly distributed over the simulation duration. Sameapplication

con guration les are usedfor f50, 100, 150, 200g host simulations. Application con-
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Table 6.3. Application scenariosusedin simulations

Application Parameter

Ligh t Application Scenario

Heavy Application Scenario

Number of Printers Available

5 identical

10 identical

Number of Hosts Asking
Printer Serviee and

Printed Document Type

6 hosts (RFC / 6KB)

3 hosts (User Manual / 56KB)
1 host (Book/ 152KB)

appx. 240 SeMA Packets
atotal of 356KB

12 hosts (RFC / 6KB)

6 hosts (User Manual / 56KB)
2 host (Book/ 152KB)

appx. 480 SeMA Packets
atotal of 712KB

Number of VoSeMA calls
(in pairs)

3 pairs

20 secondseadt

6 pairs

20 secondsead

Bit rate 54Kb/s (mean)

G.723.1codec G.723.1codec
Bit rate 5.3Kb/s Bit rate 5.3Kb/s
1 host 2 hosts
Number of Video Stream 60 seconds 60 seconds
Sessions MPEG-4 encaled MPEG-4 encaled
Star Wars IV Star Wars IV

Bit rate 54Kb/s (mean)

guration

les for 25 host network is re-editedto be consistet with node numbering,

sinceapplications were distributed among hosts of basescenario(50 hosts).

In the application con gurations, printers are idertical in attributes, therefore
any printer requestingapplication may print to any of the available printers. Voice
and video sessionioweer, take place betweentwo pre-determined(randomly) hosts
of the ad hoc network. This is realizedby usingan extra attribute called calee for voice
applications and target for video streaming applications. The valuesof the attributes
are setto match their remote party host iderti ers, sothat the client canonly bind to

the serviceon its intended provider.

For the baseproblem, validity duration for applications are selectedto be 100
secondswhich meansthat the applications are re-announcedhree times for a simula-
tion duration of v e minutes. The input le for light application workload is given in

Appendix B for the baseproblem.
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6.5. Results

In this sectionwe presen the results of the various simulation runs, classi ed ac-
cording to the factorswhosee ects are of interest. The preseted results are statistical
averagegakenfrom ten di erent simulation trials. Most of the results are plotted with
90 per cert con dence intervals (as error bars) that are calculated for the unknown
mean. Note that someof the intervals are smaller than the symbols usedto represen
data points, which canbe commerted as "the plotted meanis very closeto the unknown

mean'.

6.5.1. Service Announcemen ts Recorded

In Figure 6.2, the total number of serviceinstancesthat are recordedto local
servicetablesare givenfor v e di erent network con gurations under light application
workload. The results are presened for both a static host (hosts stay at their initial

places)and mobile host network (random waypoint with 3 m/s averagemobile speed).

20000 T T T T T

No Mobility —<—

18000 L Random Waypoint Mobility ------ |

16000 [ |
14000 | |
12000 | |
10000 | - |
8000 _ |

6000 -

Total Number of Service Instances Recorded

4000

2000 -

0 1 1 1 1 1
25 50 100 150 200

Number of Nodes

Figure 6.2. Total number of serviceinstancesrecordedunder light application

scenario
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As the sizeof the network grows, two factors a ect the increaseof the number of
total serviceinstancesrecorded. The rst and obvious is the increaseof the number
of nodes. As more hosts are added, those new hosts record the announcemets they
have heard. The secondis related to the number of di erent alternative paths that a
serviceannouncemeh may be heard from. As we have more nodeson a larger terrain,
probability of hearingan announcemen from a far node increaseswhich createsmore

alternative ertries for a constart number of announcedservices.

For 100, 150, and 200 node networks, the increasein the number of recorded
instancesslovs down and starts to saturate, becauseof the entry limit per service
instance,explainedin Section4.4.2.2. This limit is selectedto be v ein the simulation

runs and puts upper limit on the spaceusedfor servicetable.

It is also clearly seenthat mobility, causingnodesto be in di erent placesdur-
ing the simulation, helpsnodesto hear more serviceannouncemen alternatives, thus

increasingthe number of serviceinstancesrecorded.

Sametrends are obsened for the heavy application scenarioas illustrated in
Figure 6.3. Total number of announcemets recordedis higher sinceheary application
scenarioincludes more (literally double of light application scenario) servicesto be

announced.

6.5.2. Application Oriented Performance

In this section,performanceof the protocol is evaluated from the view of printing
applications taking place in heavy application scenario. There are ten printers and

twerty clients try to get printing servicefrom those printers.

In Figure 6.4, averageend-to-enddelay su ered by the printing servicesessions
arepreserted. As morenodesare addedto alargerterrain, su ered averageend-to-end
delay increasessinceservicesare fetched from more hop incurring paths. Compared

to the static scenario,end-to-enddelay is worsefor the mobile scenario,sincenumber
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of hopsa sessionis carried over changesas mobilesmove. Additionally, route lossand

healing takesextra time, resulting end-to-enddelay time increase.

Total number of printing sessiongompletedintact aregivenin Figure 6.5. Analy-
sisis donefor the heavy application scenario,wheretwerty printing jobs are submitted
to various printers. For the static network con guration, most of the printing jobs are
completed. Worst case,two or three printing jobs are misseddue to either an unsuc-
cessfulservicediscorery (no physically readable serviceis found for the topological
layout) or lost padkets as a result of a temporal cortention (e.g., during an announce-
mert repetition) on the network. Howewer, with the introduction of mobility, some
more printing sessiondecomeincomplete. This is due to the frequen route changes
and possibleroute lossesresulted from mobility of the nodes. For both static and
mobile scenarios,a small network (i.e., 25-nade) has advantages becauseof its small
terrain size in completing sessions. Average number of hops of sessionsare low in

smaller network con gurations.
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Table 6.4. Percenage of servicesdiscorered via lookup and averagediscovery

latenciesfor heavy application scenario

Num ber of Percentage of Discovered Av erage Service
Hops Services via Lookup (per cent) | Discovery Latency (S)
25 2 1.09
50 0.7 0.17
100 4 1.07
150 0 0
200 2 0.13

6.5.3. Service Discovery Latency

The amourt of time passedoetweenthe start of the servicefetch processand the
time on which a suitable serviceinstanceis returned to the application is de ned as
the servicediscovery latency. The latency for locally discovered servicesare zero. Rest
of the discoveriesare realizedvia servicelookup procedureand their percertage (com-
paring them to locally discorered ones)and latency valuesare preserted in Table 6.4.
The results presentied in the table are for 25, 50, 100, 150 and 200 node networks
using random waypoint mobility under heavy application scenario. From all bindings
realized, most of the servicesare discoveredfrom respective serviceagers local service
tables, thus introducing no extra delay. Restof the bindings are realizedwith the help

of servicelookup medanism, and producedthe averagedelays provided in the table.

This result is expectedsinceno serviceannouncemeh scoge limiting medanisms
are usedin the protocol. Only needfor lookup is causedby mobility. If a node has
missedan announcemet becauseof being somewhereout of the transmissionrange of
others, a lookup is necessaryfor that node to bind to that missedservice. From the

results, it is obsened that this hasoccurred at most 4 per cert of the time.
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Figure 6.6. Total number of link breaksas servicesannouncedmore frequertly

6.5.4. Eect of Service Announcemen t Rep etitions

For the baseproblem (50-nodes with random waypoint mobility), e ect of the
number of service announcemen repetitions during the simulation is inspected for
heary and light application scenarios. Number of repetitions are given for the all
simulation duration. For example,ten repetitions meanthat the servicesareannounced
at seconds0, 30, 60, 90, 120, 150, 180, 210, 240, 270 during a simulation of ve
minutes. From Figure 6.6, importance of the number of times that the servicesare
re-announcedhas an important e ect on the overall performanceof the protocol, in
the sensehat servicetable ertries are freshand hasvalid sourceroutes. Obsened link
breaks (unavailability of the next hop indicated in the sourceroute) in the network
decreaseexponertially as servicesare re-announcedmore frequertly. This behavior is
expected, sincesessionsnake useof freshertries having routesthat are not broken yet

becauseof mobility.

Figure 6.7further supports this ideawhereimportant improvemers on the padet

delivery ratio are obsened both for light and heavy application scenarios. The only
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Figure 6.7. Padet delivery ratio in the network as servicesannouncedmore

frequertly

exceptionis seenon the heary application scenariorunning network with 200-nades,
when ead of the twernty-eight servicesare announcedthirt y times during the simula-
tion. The sharpbreakin PDR increasetrend indicatesthe threshold wherethe medium
contention generatedby the broadcastserviceannouncemeh padets start a ecting the
transmissionof unicast data padets. Therefore, depending on the operation point of
the network (in terms of o ered load), there exists an upper limit beyond which more

serviceannouncemen repetitions are uselessand decreasé®DR success.

The advantage of announcemen repetitions hasits price paid in terms of service
announcemehtrac generated. The increasein the amourt of announcemettrac
can be obsened from the total number of instancesrecordedat hosts. As seenfrom
Figure 6.8, number of recordedserviceinstancesincreasealmost linearly with number
of serviceannouncemen repetitions. This situation is worsefor the heary application

scenario,requiring more announcemets to be relayed in the network.
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6.5.5. Eect of Average Mobile Speed

In this subsection,e ect of averagemobile speedto the network performanceis
ewvaluated. The analysisis madefor the baseproblem (50-nodeswith random waypoint
mobility) and averagespeedof mobilesare increasedto be 4, 5, 6 and 7 m/s. Results

are presetied both for light and heary application scenarios.

It is obsened from Figure 6.9 that increasingaveragemobile speedup to 5 m/s
helps mobilesto corvergeto the alternative routes faster and the new selectedroute
works sometime beforeit is broken again. For speedsof 5 m/s and higher, nodesmove
faster and routes get invalid faster than the newly switched route could improve the
padet routing performance. Therefore the improvemert trend on link breaks starts
to disappear for mobiles of speeds5 m/s or greater. The terrain properties are very
important whenewaluating the results of mobility related results sincenode'sbehaviors

on terrain boundariesgain more importance as mobile speedsincrease.



106

8000 T T T

I T
Light Application Sce. —=—
Heavy Application Sce. ---®m---

7000 - .
6000 |- L .
5000 |- e T

4000 + T | 4

Total Number of Link Breaks
-

3000

2000 | i i .

1000 1 1 1 1 1

Avearage Speed of Mobiles (m/s)
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As nodes move faster, number of recorded serviceannouncemeh instancesde-
creaseconstartly (both for heary and light application scenarios)as seenfrom Fig-
ure 6.10. This behavior can be related to two reasons. First, the probability that a
node may receive an announcemen from all di erent possiblepaths decreaseébecause
nodeschangeplacesfaster. Secondreasonis related to the underlying radio and propa-
gation model. Padket error rates increaseasnodesmove faster. Therefore,comparably

more announcemets are lost on the way as node speedsare increased.

6.5.6. Routing Agent Performance

In order to comeup with a comparableewaluation of performanceof the routing
medanism, a frequertly usedCBR performanceealuation scenariois adaptedfor our
protocol. For our case,the con guration is similar to the experimerts de ned in [81].
Presented results are for a 100-hostnetwork with 40 CBR sessiongbetween80 hosts
of the network). In ead sessionCBR client node sendsanother512byte item at every
other secondto its remote party. In order to avoid unnecessarynedium cortentions,

padet transmission periods of those 40 sessionsare adjusted to be one milliseconds
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away from ead other.

Resultsare preserted in Table 6.5 for the classicalPacketDelivery Ratio (PDR)
metric of all 10 runs. The averageis also given. It is obvious that DSR has much
better padet delivery capability in this con guration. There are a couple of reasons

for this result.

First and major one is becauseof the simplistic approad of routing de ned
in SeMA (See Section4.4.3). SeMA routing agert does not take further corrective
actions to remenber the route loss of padkets and tries whatever healing it has to
oer for eah and ewery other padket on the stream. Howewer, for the route loss,
DSR tries a new route discovery to facilitate new padets with fresh and valid source
routes. Currently, the only way to adieve this is to increasethe number of service
announcemenrepetitions, whoseresults are analyzedin Section6.5.4. Another reason
for the lost in padketsin the scenariousing SeMA s the switching to o oding. As routes

start to be out of date, nodesstart to try alternatives,asexplainedin Section4.4.3.2,
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Table 6.5. Padket delivery ratios resulted from DSR and SeMA routing

‘ ‘Rl‘RZ‘RS‘R4‘R5‘RG‘R?‘RS‘RQ‘RIO‘

SeMA 0.169 | 0.179 | 0.144 | 0.165 | 0.127 | 0.109 | 0.145 | 0.186 | 0.110 | 0.208
DSR 0.736 | 0.767 | 0.805 | 0.809 | 0.754 | 0.793 | 0.767 | 0.763 | 0.821 | 0.803

Average for SeMA | 0.154
Average for DSR 0.781

(for one more time in the simulations), and switch to o oding if not successful.Since
the 80 per cert of the nodesare involved in sessionsthe o oding occurring sessions
a ect someof the normally routed sessionpadets using that part of the network by
creating cortentions. In this sense]EEE 802.11broadcasttra ¢ is morelikely to a ect
other stations than unicasttrac. This is becausebroadcasttra c doesnot make use

of RTS/ICTS medanismto prevent further collisionscausedto hidden terminals.
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7. CONCLUSIONS AND FUTURE WORK

In this thesis,a crosslayer ad hoc network protocol is proposedto discover, bind
to, and utilize servicesavailable on the network. Issuesof servicede nition, servicedis-
covery, multihop routing and sessiormanagemen are addressedn this simple service

aware protocol.

To ewvaluate the performanceof the proposedarchitecture, a frequerlly usedwire-
lessnetwork simulation software, GloMoSim is extendedto include the designedalgo-
rithms. To construct an operating ervironmert for the applicationsusingthis protocol,
a realistic campusscenariowith applications are designedand implemerted to be used
in simulations. Theseapplicationsinclude printing, voiceand video streaming services

besidegenericCBR and VBR applications.

Although o ered protocol is not speci cally intended to be designedto satisfy
networking requestsof classicallP stadk users,the simulation ervironment and appli-
cations therein re ect sud a scenario. This approad is chosento show the generic
applicability of the protocol in terms of servicediscorery and routing. Results show
this applicability is possiblewith sacri cing someperformancein padket routing. Us-
ing proposedprotocol, applications are found to be able to discover and bind to valid
serviceseven in networks of a few hundred users. Use and tuning of the algorithms
for someother alternative ervironmerts are investigated. A sensornetwork architec-
ture badkbone, for example,is o ered in [82] making use of this proposedprotocol in

providing accesgo environmental monitoring services.

Using simulation results asthe proof of concepts,somemedanismsand protocol
parameters are to be revisited, and augmened if possible. Routing, for example,
needssomeextra careto better perform with route loss characteristicsin mind. The
routing performancemay be enhancedo include medanismsthat will prevent frequen
o oding of messageand make hostsremenber corrective actionstakenfor recen route

losses.This isimportant sincerouting performancehasa signi cant e ect onthe overall
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classicalperformancemetrics like padket delivery ratio or throughput.

E cien t represemation of XML instancesfor both host and service attributes
is another issueto be carefully considered. Having well-compressedand compacted
instancesa ects the transport performance of the protocol, since host and service
instancesare frequertly usedin protocol padkets. This e ect will increaseits strength

if more feature aware medanismswill be introducedinto the algorithms in the future.

Having a serviceand host attribute aware network layer o ers unlimited capabil-
ities for task speci ¢ networks. Becauseof time constrairts, a feature aware network
layer operation hasnot beenimplemerted, but all the framework that will easethe job
of anyone consideringsud an addition is provided. This addition may include popular
approadesto ad hoc networking like power e cient algorithms, QoS aware routing or

location basal servies

The proposedprotocol doesnot imply any direct compatibility for currertly im-
plemeried TCP/IP stadk using applications. The applications of ad hoc network that
will useour protocol have to make useof the new primitiv essuppliedto accessand use
the services. Accessto an IP (or another) backbone network may be de ned and of-
feredasa serviceon the proposednetwork, sincethe routing itself is a serviceprovided
by network layers of protocol stacks. Sud gateway servicesmay well be provided by

xed hostsof ad hoc networks with a connectionto the wired infrastructure.
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APPENDIX A: SAMPLE HOST XML SCHEMA
DOCUMENT

In this Appendix, a sample host XML sctema document (XSD) is presetted,
which is usedto validate a given host XML instance.

<?xml version="1.0" encoding="UTF-8"?>

<xsd:schema targetNamespace="http:/ /ic s.ye dit epe.edu.tr/ tnl /2003/0 1I/MANET
xmins="http://ics.yedit epe.edu.tr/ tnl /200 3/0 1/MANET
xmins:xsd="http://www.w 3.or g/2 001/ XMISchema" elementFormDefault="qual ifi ed"

attributeFormDefault="u  nquaif ied" version="0.1">
<xsd:element name="service" type="serviceType">

<xsd:annotation>
<xsd:documentation> The topmost element to define a service </xsd:documentation>

</xsd:annotation>
</xsd:element>
<xsd:complexType name="serviceType">

<xsd:annotation>
<xsd:documentation>The type definition to define a service.</xsd:documenta tio n>

</xsd:annotation>

<xsd:sequence>
<xsd:element name="keyword" maxOccurs="unbounded">
<xsd:complexType>
<xsd:simpleContent>
<xsd:extension base="xsd:string">
<xsd:attribute name="attribute"  type="xsd:string" use="required"/>
</xsd:extension>
</xsd:simpleContent>
</xsd:complexType>
</xsd:element>

</xsd:sequence>

<xsd:attribute name="name"type="xsd:string" use="required"/>

</xsd:complexType>

</xsd:schema>
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In this Appendix, a sampleapplication con guration le is presened. This le
represets the light application scenarioof the baseproblem that is usedin the exper-
iments of performanceevalustion. Contents of the le are processedy the GloMoSim
simulation software.

# LIGHT APPLICATIONSCENARIO

SEMAOFFER 3

SEMAOFFERLS5

SEMAOFFERL6

SEMAOFFER33

SEMAOFFER47

SEMAOFFER 3

SEMAOFFERLS

SEMAOFFERL6

SEMAOFFER33

SEMAOFFERA7

SEMAOFFER 3

SEMAOFFERL5

SEMAOFFERLG

SEMAOFFER33

SEMAOFFER47

SEMAASK6 188S <s n="printer"><k

1MS100S <s n="printer"><k  a="location">Engineeri ng<k><k a="papersize">A4</k>
<k a="postscript">yes</k><k

2MS100S <s n="printer"><k

a="maxResolution">600*6 00</k></s>|
a="location">Engineeri ng<k><k a="papersize">A4</k>
<k a="postscript">yes</k><k

3MS100S <s n="printer"><k

a="maxResolution">600*6 00</k></s>|
a="location">Engineeri ng<k><k a="papersize">A4</k>
<k a="postscript">yes</k><k a="maxResolution">600*6 00</k></s>|

4MS100S <s n="printer"><k  a="location">Engineeri ng<k><k a="papersize">A4</k>
<k a="postscript">yes</k><k

5MS100S <s n="printer"><k

a="maxResolution">600*6 00</k></s>|
a="location">Engineeri ng<k><k a="papersize">A4</k>
<k a="postscript">yes</k><k a="maxResolution">600*6 00</k></s>|
100001MS200S <s n="printer"><k  a="location">Engineering

k a="maxResolution">600* 600<k> </s>|

</k ><k a="papersize">A4</k>
<k a="postscript">yes</k><
100002MS200S <s n="printer"><k  a="location">Engineering

k a="maxResolution">600* 600<k> </s>|

</k ><k a="papersize">A4</k>
<k a="postscript">yes</k><
100003MS200S <s n="printer"><k  a="location">Engineering

k a="maxResolution">600* 600<k> </s>|

</k ><k a="papersize">A4</k>
<k a="postscript">yes</k><
100004MS200S <s n="printer"><k  a="location">Engineering

k a="maxResolution">600* 600<k> </s>|

</k ><k a="papersize">A4</k>
<k a="postscript">yes</k><
100005MS200S <s n="printer"><k  a="location">Engineering

k a="maxResolution">600* 600<k> </s>|

</k ><k a="papersize">A4</k>

<k a="postscript">yes</k><

203001MS0S <s n="printer"><k
<k a="postscript">yes</k><k
203002MS0S <s n="printer"><k

a="location">Engineeri  ng</k><k a="papersize">A4</k>
a="maxResolution">600*60 0</k ></s>|

a="location">Engineeri ng</k><k a="papersize">A4</k>
<k a="postscript">yes</k><k

200003MS0S <s n="printer"><k

a="maxResolution">600*60 0</k ></s>|
a="location">Engineeri ng</k><k a="papersize">A4</k>
<k a="postscript">yes</k><k
200004MS0S <s n="printer"><k
<k a="postscript">yes</k><k

200005’\/'808 <s n="printer"><k

a="maxResolution">600*60 0</k ></s>|
a="location">Engineeri  ng</k><k a="papersize">A4</k>
a="maxResolution">600*60 0</k ></s>|

a="location">Engineeri  ng</k><k a="papersize">A4</k>
<k a="postscript">yes</k><k a="maxResolution">600*60 0</k ></s>|

a="filename">rfc.txt</k ><k a="papersize">A4</k>



SEMAASK 8 2S

SEMAASKY9 138S

SEMAASK 11 108S

SEMAASK 13 294S

SEMAASK20 57S

SEMAASK30 32S

SEMAASK39 81S

SEMAASK 37 190S

SEMAASK 45 154S

<s

<s

<s

<s

<s

<s

<s

<s

<s

<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k
<
n="printer"><k

<

k a="postscript">yes</k><
a="filename">user-manua

k a="papersize">Ad</k><k
a="filename">rfc.txt</k

k a="papersize">Ad</k><k
a="filename">rfc.txt</k

k a="papersize">Ad</k><k
a="filename">rfc.txt</k

k a="papersize">Ad</k><k
a="filename">rfc.txt</k

k a="papersize">Ad</k><k
a="filename">rfc.txt</k

k a="papersize">Ad</k><k
a="filename">user-manua

k a="papersize">Ad</k><k
a="filename">user-manua

k a="papersize">Ad</k><k
a="filename">book-small

k a="papersize">Ad</k><k

/s>

l.pd f</ k>
a="postscript">yes</k></s
>
a="postscript">yes</k></s
>
a="postscript">yes</k></s
>
a="postscript">yes</k></s
>
a="postscript">yes</k></s
>
a="postscript">yes</k></s
l.pd f</ k>
a="postscript">yes</k></s
l.pd f</ k>
a="postscript">yes</k></s
pdf </k>

a="postscript">yes</k></s

SEMAOFFERL 6MS100S <s n="VoSeMA"><ka="calee">1</k></s>|
SEMAOFFERL 100006MS200S <s n="VoSeMA"><ka="calee">1</k></s>|
SEMAOFFERL 200006MS0S <s n="VoSeMA"><ka="calee">1</k></s>|
<s n="VoSeMA"><ka="codec">G.723.1</k>

SEMAASK3 40S

<k a="duration">20S</k><k

SEMAOFFERL9 7MS100S <s
SEMAOFFERL9 100007MS200S <s
SEMAOFFERL9 200007MS0S <s

SEMAASK 44 110S

<s

SEMAOFFER49 8MS100S <sn
SEMAOFFER49 100008MS200S <s n
SEMAOFFER49 200008MS0S <sn

SEMAASK 17 250S

<sn

<

SEMAOFFER31 9MS100S <s n=
SEMAOFFER31 100009MS200S <s n=
SEMAOFFER31 200009MS0S <s n=

SEMAASK 27 15S

<S n=

<k

a="calee">1</k></s>|

n="VoSeMA"><ka="calee">19</k></s>|

n="VoSeMA"><ka="calee">19</k></s>|

n="VoSeMA"><ka="calee">19</k></s>|

n="VoSeMA"><ka="codec">G.723.1</k><k a="duration">20S</k>

<k a="calee">19</k></s>|

="VoSeMA"><ka=
="VoSeMA"><ka=
="VoSeMA"><ka=
="VoSeMA"><ka=

k a="calee">49</k></s>|

"videoStream"><k
"videoStream"><k
"videoStream"><k
"videoStream"><k

a="target">31</k><k

a="duration">60S</k><k

a="encoder">MPEG-4</k></s >|

"calee">49</k></s>|
"calee">49</k></s>|
"calee">49</k></s>|

"codec">G.723.1</k><k a="duration">20S</k>

>|

>|

>|

>|

>|

>|

>|

>|

>|

a="target">31</k><k  a="encoder">MPEG-4</k>4s>|
a="target">31</k><k  a="encoder">MPEG-4</k>4s>|
a="target">31</k><k  a="encoder">MPEG-4</k>4s>|
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a="media">StarWarslV-low res </k>
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